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SECTION 1
INTRODUCTION

This study is prepared for the Department of Transportation, Federal Aviation
Administration, Washington, D. C., in accordance with Contract DOT FA70WA-2289.
This document fulfills the requirement for delivery of a final study report
as described in section 3.3.2.5.6 of this contract's Statement of Work. The
analysis work which is described was performed as a joint effort by Univac
and the ARCON Corporation.

1.1 DESCRIPTION AND OBJECTIVES

The study described by this report is an investigation of methods for improving
aircraft tracking confidence and accuracy through the use of data available
from co-located, synchronously operating radar and beacon systems. This study
considers as a baseline the Basic Radar Beacon Tracking Level (RBTL) system
which was a first step in expanding the basic ARTS-III Beacon Tracking Level
(BTL) system by incorporating a Radar Tracking Level (RTL) add-on package.
This initial radar tracking level provided additional tracking capabilities
over those realized previously by providing for automatic reporting and tracking
of non-beacon equipped aircraft. In addition, for beacon equipped aircraft,
it provided reporting backup in the event of beacon failure as well as improved
track reliability and tracking accuracy through combined usage of both radar
and beacon reports.

The principal objective of the Augmented Tracking Study is that of providing
a further improved tracking system through an extensive investigation of the
procedures used within tracking. It is felt that the Basic RBTL, because
of the "add-on" of radar, is not. a completely optimized system, and that by
further analysis of the total tracking requirements, significant improvements
can be obtained. The objective of this study is not to present a totally
defined system for augmented tracking, but rather to provide a detailed analysis
of various tracking concepts which will be evaluated and refined in a design
effort to follow this present study.

As stated previously, the Basic RBTL is taken as a bas elie system and is the
starting point for analysis. This provides a level of c=:warison of new
techniques against what is currently available. It will in no way describe
the methods to be considered or cause limitations in the development approaches.

In the performane, of this study, it was necessary to investigate several
tentative tracking system designs in order to evaluate various concepts and
data utilization techniques. The analysis was conducted on three distinct
levels: conceptual, mathematical, and computer assisted. Strong emphasis
was placed on early determination of the suitability of the various techniques
to allow the allocation of maximum effort to those which showed most promise.
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1.1 (continued)

Among the techniques which received most attention were:

1) Deviation controlled smoothing - a method in which the choice
of smoothing constants is influenced by the deviation of the
report in the primary bin from the predicted position.

2) Deviation dependent firmness increment - one of several
track firmness algorithms investigated.

3) Coast correction - a technique in which the extrapolation
of a coasting track is governed by the data pattern encountered
on the preceding few scans.

4) Independent choice of tracking parameters in range and in
azimuth for each sensor type.

5) Selection of optimum bin sizes for various trajectory
and data situations.

6) Bin size determined by recent correlation performance rather
than by track firmness.

7) Smoothing constants determined by recent correlation
performance rather than by track firmness.

8) Combining of weighted beacon and radar reports prior to
tracking.

9) Application of a priori probability distributions of future
aircraft positions as an aid in correlation and tracking.

10) Data pattern analysis (pattern history) use in correlation
and smoothing.

l) Multistage smoothing algorithm 'o make better use of

simultaneously available beacon and radar reports.

12) Third (or higher order) smoothing methods.

13) Turn detection techniques.

14) Adaptive filtering algorithms.

15) Polynomial regression methods.

16) Track-oriented smoothing methods.

17) Least squares and nearest fit correlation criteria.

18) Feedback of track data for target detection.
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1.1 (continued) } JI

Mott of these techniques were studied analytically. In addition, extensive
computer experiments were performed to test the most promising techniques
or those which did not lend themselves to mathematical analysis. These
experiments mainly served to determine the general characteristics of selected
tracking techniques and to provide valuable insight into their detailed
behavior. The experience gained through the computer experiments led to new
analytical approaches and suggested new tracking concepts. Occasional negative
experiment results were also very helpful by eliminating less promising
approaches from further consideration.

1.2 DEFINITION OF SYSTEM AND ENVIRONMENT

Throughout this study consideration is given to the system and environment
in which the tracking operation must function. System inforaation is derived
from empirical studies of tracking requirements in the ARTS-III Beacon Tracking
Level system, and as such, cannot be interpreted as a firm design., Likewise,
environment conditions are Jerived from published documents including specifi-
cations and evaluation reports. In many instances, this data is interpreted
and extrapolated as to its application within the ARTS-Ill environment. As
such, the data is representative of the evvironment and does not suggest firm
values. These definitions along with the list of documents used for this data
retrieval is given in Appendix A of this study. These values are given as
representative of the system requirements to which the Augmented Tracking
system will be designed.

1.3 REPORT ORGANIZATION,

The report is organized in a number of ordered sections, the first of which
describes the requirements of tracking within the expanded ARTS-III system.
This section discusses the objectives of tracking and the tasks slated to
fulfill these objectives. The second section examines the requirements
described in this first -Pection through detailed technical discussion. This
includes the analysis method employed, the analysis results obtained, and the
basic recommendations. The third section describes the results of the techni-
cal discussion section in the forni of overall conclusions and final recom-
mendations. The last section includes five appendices which are provided to
address topics relevant to tracking development but somewhat independent of
the main theme of the report. The first appendix defines the system and
environment conditions which are considered throughout this study. The second
appendix describes the tracking simulator model used for special case evalua-
tion of tracking concepts, along with the result3 of several of these concepts.
The third appendix contains the results of computer studies of track smoothing,
initiation, and termination techniques. The last two appendices describe the
detailed problem simulation model and the results of several tracking algoritims
which are evaluated using this simulation mode].
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1.3 (continued)

The level of content in this text assumes that the reader has some background
as to the functional requirements of tracking. It is. also assumed that the
reader has a basic understanding of the total ARTS-III system including the
operation and capabilities of the following subsystems: radar and beacon
sensors, data acquisition, digital computer, and display. In particular,
extensive reference is made to the Basic Radar Beacon Tracking Level (RBTL)
system, and it is assumed that the reader is familiar with the concepts applied
here. Throughout the report, the analytical methods employed are not discussed
extensively, as it is assumed that the reader has sufficient mathematical back-
ground to follow the deductions. As a further guideline, the reader should
realize that limited consideration is given to the computer's requirements
for trasking schemes being considered so as not to discourage continued develop-
ment of any methods which may significantly improve tracking quality at the
cost of additional computer facilities. The trade-off considerations will be
pursued in a design effort to follow this study.
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SECTION 2

TRACKING REQUIREMENTS

The basic requirement of the tracking function is that of establishing and
maintaining track data files of current aircraft position and velocity. For
beacon equipped aircraft, this data file will include aircraft identity and
altitude when available. This data is provided by tracking for the display
subsystem where it is formatted for display as alphanumeric data tags which
identify sensor video returns on the controller's display. This data file
generation is accomplished through scan-to-scan correlation of radar and
beacon target reports. Tracking is accomplished by associating newly acquired
radar and beacon target reports with previously established track information,
computing the present position and velocity of the aircraft, and predicting
where the target should be reported on the subsequent sensor scan. These
three basic processes of correlation, track smoothing, and prediction are
performed for every track once each sensor scan.

The track correlation process determines which target reports received during
the scan are associated wich tracked aircraft. Correlation is accomplished
primarily on the basis of positional proximity; however, ambiguous situations
often occur due to equipment errors, aircraft maneuvers, and tracking compromises
which must be resolved. In these instances correlation must extend its .;cope
to consider additional information concerning both report and target track In
order to resolve this ambiguity correctly.

Track smoothing is the second phase within tracking which takes place as a
result of correlation. This process considers both the reported aircraft
position provided by correlatior and an internally computed estimate of the
position based on the aircraft's past performance, to provide a smoothed best
estimate of position and velocity. Since noise errors inherent to the sensor
system are propagated in the reported position, and since the estimated position
may include errors due to aircraft maneuvers, the track smoothing process
consists of an optimum weighting of the two positions to establish a compromise
value c~ose to the actual position. This compromise results in the filtering
out of the various error components which are present.

The third phase within tracking coisists of projecting from the smooth position
along the smoothed velocity to predict the position of the aircraft for the
next sensor scan. This prediction corresponds to the estimated position
referred to in the track smoothing phase.

These three phases as described represent only the basics of tracking, and each
can be accomplished with many variations. It is the task of this study to
consider each of these phases in detail and to develop optimum methods within
each. whichwhen combined, will provide superior tracking capabilities.

2-1



Section 2 (continued)

An additionpl requirement within the tracking function is that of establishing i
track files on newly acquired aircraft as well as terminating those tracks
which become defunct. This area of tracking is investigated for methods of
providing an automatic initiation and termination sequence which will provide
for the automatic tracking of all aircraft.

Methods of expanding the tracking function to provide interface with other 7
system functions are also considered. The first of these topics considers
the use of t.±ack history as established within tracking to aid the target
detection function in the declaration of targets when uncertain conditions
are encountered. A second topic considers the interaction of tracking with
the tuntroller in the areas of displa formats for track data and improved
keyboard entry sequences.

The tracking requirements summarized here are those addressed in the following
technical discussions section. The divisions within this section are provided
for ease in organizing the study results: it must be kept in mind that these
divisions have tntal interdependence and must be combined into a single tracking
system during operational deployment.
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SECTION 3
TRACKING DEVELOPMENT

This section reports the results of study of tracking techniques intended for
use in the enhanced ARTS-III system. The technical discussion presented here
is mainly concerned with the design and evaluation of alternative methods of
multisensor data utilization in the augmented ARTS-Ill configuration eonsisting
of a single beacon and a single radar sensor located on the same pedestal.

Before further discussion of study results, it is first desirable to again
define the terms describing the principal components of the tracking function.
Tracking in a track-while-scan system is a general term commonly used to
denote all operations applied to the discrete data reports in order to produce
continuous tracks. Logically, tracking consists of two distinct processes.
The first process sorts the data reports and selects those which are to be
associated with the individual tracks to maintain their continuity. In what
follows, we shall refer to this process as track correlation. The second
process uses the selected data reports to obtain the best estimates of current
aircraft position and velocity. We define the operations contained in the
second process-as track smoothing.

In principle, these two processes should be treated in a single analysis. It
has been a particular weakness of previous work in surveillance theory that
the problems related to track correlation and smoothing have been isolated and
fragmented in order to obtain manageable mathematical models. In general, the
correlation and smoothing processes form an interdependent system, and the
algorithms for these processes cannot be designed separately. Fc-r instance,
in most recursive track-while-scan systems, the criteria used in .he selection
of reports during the correlation process depend on the current estimates of
position and velocity obtained by the smoothing process in the course of the
immediately preceding scan.

For these reasons, the design and analysis of the correlation and smoothing
algorithms comprising the tracking techniques considered in this project have
been carried out in a single unified study. However, for the purposes of
convenience and the ease of assessment of the data processing requirements, the
results of this study have been separated, and the correlation and the track
smoothing algorithms have been individually described in following paragraphs
within this section.

3.1 CORRELATION

3.1.1 Introduction

The purpose of this section is to present the results of the study of correla-
tion techniques applicable to the augmented configuration of the Enhanced
ARTS-II system. The augmented configuration obtains its tracking data from
a single site consisting of one Airport Surveillance Radar (ASR) and one
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3.1.1 (continued)

beacon sensor located on a common pedestal. This is perhaps the simplest
configuration utilizing multisensor data. The radar and beacon antennas are
assumed to be fixed with respect to each other and to revolve together at
a fixed rate of 15 rpm. Thus, the complex geometrical and asynchronous
scanning problems characterizing larger sensor networks need not be considered.
Nevertheless, the study of the augmented system reported here has anticipated
the need to extend its results to more general multisensor configurations, and
has given preference to the tracking techniques which have the desired growth
capability. Accordingly, the correlation algorithm selected in this study
phase and described in a later part of this section permits a logical extension
to noncolocated sensor networks and, in fnct, can be regarded as a special case
of a more general solution to the problem of correlation of reports generated
by such networks.

The correlation algorithm described in this report is intended for further
experimentation and testing in a simulation facility and, ultimately, on the
Enhanced ARTS-III test bed in St. Paul, Minnesota. In its present form, it
is sufficiently flexible to make full use of the content of the available data,
such as code identity, mode C, validation and radar hit count, and to take into
account the significant characteristics of beacon and radar data and of track
type and status. However, because of the fundamental limitations of theoretical
analysis of the dynamic behavior of complex mathematical models, several para-
meters controlling the operation of the algorithm have not been completely
specified. The mathematical analysis supplied the basic criteria for the
performance of the algorithm and established its fundamental structure. Fur-
thermore, it provided vital insight into the sensitivity relationships between
the performance measures and the data characteristics, allowing certain trade-
offs to be made in algorithm optimization. Additional support was given by
limited computer experiments carried out to validate the analytical conclusions
and to test the performance of intuitively obtained tracking techniques.
However, it is believed that the actual operational values of several important
algorithm parameters must be eventually obtained through elaborate simulation
exercises realistically representing the system environment or, better still,
through live experiments on the test bed at St. Paul. This is necessary even
in the case of fundamental parameters, such as search bin sizes and weighting
coefficients applied to report deviations from the predicted positions. In
this case, the analysis can supply only approximate parameter values due to
several limiting factors, particularly to the unpredictable nature of aircraft
trajectories. It is even more necessary in the case of the parameters control-
ling the relative effects of validation, hit count, identity and mode C indica-
tions on the operation of the algorithm. Traditionally, these effects have
been determined by judgment based on qualitative considerations. The analysis
can provide a range of reasonable values and initial settings of these parameters
for experimentation it, a realistic environment.

The basic purpose of using multisensor data in the tracking process is to
improve the quality of the resultant tracks. Track quality in this context
implies two distinct but not independent attributes: reliability and accuracy.

3-2



3.1.1 (continued)

By reliabl ity we ordinarily mean track continuity exhibited by the tenacity
of the tracking algorithm in following the track under most circumstances, as
well as trustworthiness of the identity maintained in the track file. Accuracy,
on the other hand, is a measure of the fidelity of the estimates generated by
the track smoothing process. Thus, accuracy is not really defined, unless a
track is maintained. From this point of view, therefore, accuracy may be
regarded as a secondary attribute. Track reliability is the most essential
single attribute of a successful tracking system.

Track reliability and accuracy are usually regarded as separate attributes of
the correlation and the smoothing processes respectively. As already mentioned,
however, correlation and smoothing processes are closely interdependent and
cannot be studied separately. For the same reason, it is not possible to
optimize track reliability in the design of a recursive tracking algorithm
without stressing its accuracy. In fact, it can be shown that the most reliable
tracking algorithm must also be the most accurate.

Analysis of the tracking difficulties encountered in the operation of several
terminal area automatic tracking systems using beacon data indicates that the
overall tracking reliability is not adequate. This conclusion is supported
by the opinions of FAA personnel experienced in terminal area operations. A
particular difficulty is caused by the fading of beacon replies usually asso-
ciated with an aircraft turn or a particular attitude. This type of fading is
mostly caused by the shielding of the transponder antenna,,and it tends to
persist for several scans. Additional difficulties are caused by reflections
from ground structures, by reply garbles and by fruit. As a result of missing
or spurious beacon reports, the correlation process cannot function properly,
tracks are lost, and the overall reliability suffers.

It is reasonablc to expect that independent sensor data, represented by radar
reports in the augmented ARTS-III system, will improve track reliability by
filling the gaps caused by fade sequences and by reinforcing available beacon
reports. This, indeed, is possible and has, to some extent, been achieved in
the RBTL system. The maximum improvement in track reliability which can be
achieved in this manner is basically limited by the imperfections in the
available data. The radar data used by the tracking algorithm is characterized
by low blip-scan ratio and considerable clutter. Both of these effects tend
to limit the usefulness of radar data for tracking. In a multisensor tracking
system, low blip-scan ratio can be tolerated since, at worst, it will produce
no improvement in performance. However, radar clutter can be h4ghly detrimental
and actually cause a degradation in track reliability. For these reasons, radar
data must be used with caution, and the tracking algorithm must be judiciously
designed to permit satisfactory operation in the presence of clutter.

In the following paragraphs, we present a brief discussion of the basic correla-

tion problem and the design considerations motivating our selection of the
correlation algorithm. Finally, we describe the proposed algorithm and discuss
Its characteristics.

3-3



3.1.2 The Correlation Problem

In its most general form, the correlation process 
performs associations among

points in space-time, selecting those groups which are most likely to represent
paths of moving objects. The criteria used in each selection are based on
assumed models of path dynamics and on data characteristics. In principle,
the entire association process must be repeated each time a new data point
arrives. Obviously, thib procedure leads to immense computational requirements,
since all possible group combinations must be considered before an association
decision can be made.

Considerably less demanding is the correlation process needed to maintain a set
of already established tracks. The rule in this case is that only associations
with newly arrived data points are tried, and that previously made association
decisions are inviolate. Thus. firm associations must frequently be made on
the basis of insufficient information and cannot be revised when further data
becomes available. It is clear that, in this case, computational economy is

-.achieved at the expense of degradation in performance. Nevertheless, most
recursive correlation algorithms operate in this manner. Even in this case.
however, the computational requirements can be substantial, since great many
data'points must be considered as candidates for association with each track.
An obvious remedy for this problem is some form of space partitioning and sorting
of data points to limit the selection process to only those regions in the vi-
cinity of each track in which legitimate associations can be performed.

In a recursive correlation algorithm suitable for the ARTS-I1 system, the
required space partitioning is obtained through the use of search bins placed
around the predicted positions. As explained below in further detail, the
minimum size of the search bins is limited by basic system uncertainties,
resulting in frequent bin overlaps, particularly in congested areas. In effect,
several tracks often compete for the same reports, and the correlation algorithm
must find an optimum solution to a joint association problem in which all
tracks and all reports within the appropriate bins are simultaneously considered.
Such a joint association process cannot be carried out by a noniterative sequen-
tial procedure making unique assignments to one track at a time. Thus, the
computational requirements still remain considerable, unless a sub-optimum
solution to the joint association problem can be found acceptable.

A simple sub-optimum solution may use a first-come-first-served basis. In
this case, the resultant association pattern is clearly dependent on the order
in which tracks and reports are processed. A modification of this approach
using a two-pass procedure is employed by the RBTL correlation algorithm. The
two-pass procedure helps to .resolve ambiguous assignments and reduces somewhat
the probability of track swapping. Obviously, many sub-optimum solutions to
the joint association problem can be proposed, depending mainly on the complex-
ity and the computational requirements which can be tolerated. In general,
the complexity and the computational requirements increase rapidly as the per-
formance of the algorithm approaches that of the optimum joint association
process. Therefore, the design of the correlation algorithm must carefully
consider tradeoffs between track reliability and computer requirements. We
believe that the correlation algorithm described below will result in a signi-
ficant improvement in track reliability when compared with the RBTL system, and
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3.1.2 (continued)

at a reasonably modest cost. The proposed algorithm carries the sub-optimiza-
tion one step further by analyzing the ambiguous assignment situations in some-
what greater detail. This hopefully will increase resistance to track swapping
and improve track reliability. Through judicious use of the radar search bin,
the algorithm is also expected to improve radar data utilization and result
in better clutter rejection.

3.1.3 Design Considerations

In the augmented ARTS-III configuration, the beacon and radar data available

to the tracking system are assumed, in general, to contain the following
information:

1) Position (range and azimuth).

2) Code identity (discrete and nondiscrete beacon).

3) Mode C (indication of presence and altitude for beacon aircraft).

4) Validation (discrete and nondiscrete beacon).

5) Hit count (radar).

In addition, the tracking system has available to it clutter and track maps,
as well as the type and current status of the maintained tracks. Also avail-
able and potentially useful is.L priori information concerning future aircraft
behavior, including updated flight plans, pilot intent known to the controller,
and geographical aspects of the air route structure.

The task of the correlation process is to make best use of this information in
assigning reports to the existing tracks, in order to improve the overall track
reliability. Ideally, a wide variety of operational situations must be covered
in the study to determine the effectiveness of the selected correlation
algorithm. It has been shown, however, that most tracking difficulties arise
as a consequence of a few data and trajectory situations. These include:

1) Turning trajectory.

2) Parallel or crossing trajectories.

3) Beacon fading.

4) Radar clutter.

Naturally, the greatest difficulties are caused by several of these situations
occurring simultaneously. The most common example is given by beacon fading
occurring during aircraft turns. Accordingly, the procedure used in the
selection of a practical correlation algorithm involved detailed consideration
of various combinations in which the data and trajectory situations may arise,
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3.1.3 (continued)

and an evaluation of the response of proposed association techniques.

To prevent undue bias in the results in favor of existing systems, it was
desired not to exclude from consideration certain promising approaches merely
on the basis of their apparent complexity. However, as already mentioned, the
computational requirements grow very rapidly as the numnber of alternative
associations compared by the algorithm is increased and as the performance
of the optimum joint association process is approached. For this reason, the
selection of correlation algorithms was limited to those whose computational
requirements were considered reasonable for application in the Enhanced ARTS-III
system. Furthermore, emphasis was placed on that design philosophy and logical
structure of the algorithm which were compatible with the architecture of the
basic ARTS-III and RBTL systems. It is believed that this emphasis has not
resulted in a significant restriction on the performance of the proposed
algorithm.

The following are the basic features of the RBTIo system which are retained in
the proposed algorithm:

1) The main structure of the track store is unchanged;
the store is divided into 11.250 sectors.

2) The report store is essentially unchanged, with reports arranged
in approximately increasing azimuth.

3) The categories of initial, normal, parent, parent trial, turning
and turning trial tracks are similarly defined.

4) The secondary bin logic and its use to search for beacon and
radar reports for subsequent correlation are retained.

Also retained is the ability to correlate across sector boundaries. The new
system also has the additional capability to resolve across sector boundaries
(as well as within sectors) those association conflicts in which two tracks
compete for the same reports.

The design of the correlation algorithm for the augmented configuration regards
it as a special case of a more general multisensor system. In the augmented
system, the radar and beacon antennas revolve together on the same pedestal,
generating synchronous data. In a general multisensor system, the sensors are
remote from each other and operate independently, producing data at arbitrary
instants of time. Thus, the augmented configuration can be viewed as a special
case of a general system, with a zero time delay between beacon and radar
reports. This approach leads to a more equitable treatment of both types of
data, regarding radar as another full-fledged sensor, and not merely as an
adjunct for the reinforcement of beacon reports. The resultant algorithm
achieves better radar data utilization, preventing the introduction of a bias
inherent in the so-called radar-to-beacon correlation. It can also be readily
extended to a more general multisensor case, a desirable design goal.
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3.1.4 The Correlation Algorithm

We now present a functional description of the proposed correlation algorithm.
As already mentioned, the structure and much of the processing mechanism of
the RBTL system are retained. The primary/secondary correlation routine is
modified to allow the introduction of the proposed changes. The secondary
part of this routine is essentially unchanged, except that it will no longer
be depended upon to resolve ambiguous situations left over from the first
correlation pass. The primary part of the correlation routine, however, is
completely replaced by the algorithm discussed below. In effect, as long as
successful associations are made within the primary bin, the processing will
be entirely governed by the new algorithm. Whenever the primary correlation
fails, further track processing will be carried out by the RBTL secondary
correlation system.

The general flow of operations in the primary correlation of a beacon track
is described by the following sequence:

1) Obtain estimates of position and velocity generated by the
smoothing algorithm on the previous scan.

2) By linear extrapolation, compute the predicted track position
for the current scan.

3) Select the size of the primary search bin and center it on the
predicted position.

4) For each beacon report found in the primary bin, compute the
radar search position. The radar search position is defined
as an intermediate point on a straight line segment joining
the predicted position and the beacon report. The ratio, p,
of the distance of this point from the predicted position to
the length of the segment is a function of the smoothing
constants. If there are no beacon reports in the primary bin,
the radar search position is defined to coincide with the
predicted position.

5) Select the size of the radar search bin and center it on
the radar search position.

6) For each radar report found in the radar bin of each beacon
report, compute the association measure. The association
measure is defined as a function of the report geometry, of
the track and report type and identity, and of report quality
(such as validation or hit count).

7) Select the beacon/radar report pair with the smallest
association measure. If two tracks compete for the same
reports, attempt to find selections which minimize the
sum of the respective association measures.
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3.1.4 (continued)

The steps in the maintenance ef a radar track involve a similar, though
somewhat simpler, proceduro. As is evident from this description, the associa-
tion measure constituter the main mechanism through which association decisions
are made. For this purpose, the association measure is defined as a suitably
weighted sum of terms individually representing the various aspects of the
data relevant to the decision process. For convenience, these terms can be
divided into two distinct groups, the first group expressing the impazt of
report geometry, and the second group.summarizing the contributions of the
remaining data descriptors. We shall refer to these terms as geometric and
qualifying, respectively.

The two geometric terms of the association measure are:

1) The square of the deviation of the beacon report from the
predicted track position, and,

2) The square of the deviation of the radar report from the
radar search position.

These two terms are multiplied by weighting coefficients, m1 and m2 respectively,
taking into account the errors in the predicted position and in the current
beacon and radar reports. More specifically, the ratio of ml to m2 should'be
equal to the ratio of the variance of the deviation of the radar report from
the radar search position to the variance of the deviation of the beacon report
from the predicted track positior. However, when properly designed, the areas
of the two search bins must be proportional to the corresponding variances.
Thus, we conclude that ml and m2 should be inversely proportional to the areas
of the corresponding search bins. A slight departure from this relationship
may be caused by the designer requiring the size of the radar search bin to be
somewhat smaller to provide better clutter rejection with some sacrifice in
radar data utilization. The total range of reasonable values of the ratio of
m2 to ml lies between 1.5 and 4. For initial experimentation, a value of 2 is
.recommended.

The qualifying terms comprising the remaining part of the association measure
are summarized in table 3-1. Except for the functions of validation and hit
count, the qualifying terms are assumed to be constants.

The choice of an assignment process minimizing the value of the association
measure has been dictated by analytical considerations assuming a maximum
likelihood criterion. Originally applied to the spatial coordinates, this
approach has been extended in the form of a generalized nearest fit to include
other data dimensions as well. It can be shown that the generalized nearest
fit will produce near-optimum solutions to the association problem under a wide
range of assumptions.
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TABLE 3-1. QUALIFYING TERMS OF THE ASSOCIATION MEASURE

TRACK TYPE

BEACON RADAR
DATA
TYPE DISCRETE NON-DISCRETE

Mode C No Mode C Mode C No Mode C

RC = ABC -K K -K7 -K 7

RBC =L GC - -K2 -K8  -K

No Mode C K3 K4 K9  K10

Mode C not K5  c K11 o
within limits

Mode C within -K6  cc K12
limits

Validation -f (v) -f l(v) -f2 (v) -f2 (v)

Hit Count -f (h)
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3.1.4 (continued)

The beacon and radar search bins (both primary and secondary) sort data reports
in order to exclude from further processing those regions of space in which
candidates for legitimate associations with given tracks are not likely to be
found. The basic purpose of the search bins is threefold:

1) To minimize the effects of spurious beacon reports and
radar clutter on track reliability.

2) To reduce the probability of miscorrelation with reports

from other aircraft and the resultant track swapping.

3) To reduce the computational requirements.

Ideally, the search bins should be as small as possible. The lower bound on
the size of the search bins is determined-by the deviations of the data reports
from the point on which the bin is centered. These deviations are caused by
errors in the predicted track position, including the effects of aircraft
maneuvers, and by errors in the current data reports. Further discussion of
bin determination is-presented in section 3.2.

The use of the radar search position by the proposed algorithm to track beacon
targets must now be explained. The optimum location for centering the radar
bin is the best estimate of the aircraft position available at the time. This
estimate must be based on both the track predicted position and on the beacon
report being processed. Therefore, the optimum center of the radar bin is some
intermediate point on the line joining the predicted position and the beacon
report. The location of this point along the line is determined by the ratio
of the track prediction errors to the beacon report errors.

Centering the radar bin on the beacon report would result in poorer radar data
utilization by not making full use of the available information. Furthermore,
such procedure would inevitably introduce harmful bias into the tracking
system through unwarranted reinforcement of beacon reports by radar clutter.
In this connection, it should be noted that radar errors are measured with
respect to the actual aircraft position and not with respect to the location
of the beacon report.

The functional flow chart in figure 3-1 describes the operation of the proposed
algorithm. Sheets 4 through 7 explain the procedure for processing beacon
tracks. The beacon/radar report selection routine (shown in sheets 5 and 6)
selects all qualifying pairs of beacon and radar reports and computes and
stores in a temporary table their corresponding association measures. The
algorithm then attempts to find a selection with the lowest value of this
measure. If either or both reports in the tenatively selected pair are already
assigned to a previous track, a comparison is performed between two joint as-
sociations:

1) The best selection for the present track, combined with the second
best selection available for the previous track.
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3.1.4 (continued)

2) The second best selection for the present track, combined
with the best (previously assigned) selection for the
previous track.

In each case, the best selection is synonymous with the lowest association
measure. The second best implies a selection of a pair of as yet unassigned
reports with the next higher association measure. It is assumed that both the
best and the second best selections',, if available, are stored by this algorithm
with each track in the track file, together with the corresponding values of
the association measure. It is believed that the required increase in the
size of the track file will not be great since, on the average, not many tracks
will have a second best selection available. An alternative to this procedure
would have to repeat the association processing for the previous track on
demand.

Having compared the two combinations of assignments (1 and 2 above), the
algorithm then chooses that one for which the sum of the association measures
is smaller. (cf. figure 3-1, sheet 4) As explained above, this procedure
is dictated by the maximum likelihood criterion. Obviously, the results will
fall short of optimum association performance, since the process is truncated
after a single attempt to exchange locally best and second best solutions.
Nevertheless, it is believed that the performance of this algorithm will be
significantly superior to that of a "first-come-first-served" method. It will
be noticed that the algorithm does not alter previous associations in the case
when the beacon and radar reports have been assigned to two different tracks.

The procedure for the primary correlation of radar tracks is illustrated by the
flow charts in figure 3-1, sheets 2 and 3. In this case, a selection obviously
consists of a single radar report. Radar reports previously assigned to a
beacon track arc not considered for assignments. Otherwise, the procedure is
the same as that used for beacon tracks.

A simple example will help to illustrate the behavior of the algorithm. Figure
3-2 shows beacon and radar reports in the primary search bin of a nondiscrete
track. The predicted track position is at A. Also shown are dashed lines
joining the predicted position with the beacon reports, and the radar bins
centered on the respective radar search positions. The performance measure
of the beacon/radar combination on the right is superior to that of the single
beacon report on the left.

Figure 3-3 illustrates a potential correlation conflict between two radar
tracks.* The predicted track positions are at A and B respectively.

The radar track case was chosen to illustrate the assignment logic. The
beacon assignment process is similar, but the required complexity of the data
pattern would obscure the argument and make interpretation of the figure
difficult.
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3.1.4 (continued)

Let us first assume that only a single radar report appears at (1). The
outcome is then dependent on the relative value of this report to the two
tracks and does not depend on the order of processing. Let us next assume
that radar reports appear only at (1) and (2). If track A is processed first,
it will be initially assigned report (1). When track B is processed next, the
situation will be reviewed: track B will probably get report (1), while track
A will get report (2). This seems to be a desirable solution. If the tracks
are processed in a reversed order, the outcome will be the same.

We now add a radar report at (3) and repeat the procedure. If track A is
processed first, it will again receive report (1). When track B is processed
next, a complete trade-off among assignments will be performed. The two
possible solutions are: A with (1) and B with (3), or A with (2) and B with (1).
The algorithm will choose the solution with a superior association measure.

We may now compare these results with the outcome of the RBTL primary correlation
logic applied to the same situations:

1) When only a single radar report at (1) is present, the outcome of
the RBTL logic will be no correlation decision and both tracks will
be coasted.

2) When both reports (1) and (2) are present, the two-pass RBTL Primary/
Secondary correlation will assign (2) to A and (1) to B. The result
is the same as that of the proposed algorithm.

3) With all three radar reports present, the Primary RBTL correlation
will fail, and the tracks will be coasted.

Thus, the proposed algorithm will deal with the situation illustrated in
figure 3-3 more effectively than the RBTL primary/secondary correlation. It is
difficult to generalize these conclusions because the outcome in each case is
critically dependent on the pattern of data in the vicinity of the predicted
track positions.. It appears, however, that in most situations examined in the
study, the proposed algorithm snows a significant improvement over the RBTL
logic.

It is emphasized that the behavior of thA correlation algorithm in ambiguous
data situations is very important. The example in figure 3-3 illustrates one
of many possible situations occurring when two tracks approach or cross each
other, resulting in a possibility of track swap, one of the main weaknesses
of the RBTL logic. Perhaps the most critical is the case of two nondiscrete
beacon or radar tracks closely parallelling each other* for an extended period
of time. Prolonged exposure creates many opportunities for miscorrelation,
making this case particularly vulnerable to track swapping. Another type of
ambiguous data situation arises when clutter interferes with the correlation of
a radar track. In such cases, clutter may seriously affect correlation per-
formance, particularly when the blip-scan ratio in low. Thus, it can be seen

* Not necessarily at the same altitude.
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3.1.4 (continued)

that even a small improvement in correlation performance in ambiguous data
situations will have a significant effect on track reliability.

3.2 TRACK SMOOTHING AND PREDICTION

3.2.1 Introduction

Track smoothing and prediction (S & P) is a process of statistical estimation
in which the data (target reports) attributed to each aircraft by the correla-
tion process are used to determine parameters which describe the motion of
each aircraft. It is understood that only data correlated with a given aircraft
affect that aircraft's parameters, so that we can proceed on an individual
aircraft basis. In the RBTL system, data for a particular aircraft are received
once per scan (every four seconds) from a coaligned set of beacon/radar antennas.
These data (individual sweep returns) undergo beacon and radar video processing,
and target reports are produced. These target reports are associated with the
aircraft by the correlation program. Thus, the track S & P routines are faced
with four possible data situations for this track: no reports, beacon report
only, radar report only, or beacon and radar reports.

The dynamic parameters which describe the motion of an aircraft change in
time, so that their estimates must be modified continually with each scan as new
data are received. The smoothed values of such parameters are produced just
after the receipt of data and are designed to be "best" estimates of the para-
meters at that time, given all data up to and including that scan. Then the
smoothed estimates are extrapolated to the next scan time to provide "best"
prediction estimates of parameters before receipt of the next data. These
prediction estimates determine the centering of search bins for the next scan
correlation process, so that the processes of track-data correlation and track
S & P are insolubly linked, being applied alternately to produce a time series
of track estimates.

In order that optimal track S & P may be performed, it is necessary that the
parameter description of track motion be complete; i.e., as many parameters
must be included as are estimable from the data. But the parameter description
must not include unobservable superfluous variables lest the accuracy of
remaining ones suffers. In what follows, we consider only the problem of air-
craft tracking in two horizontal dimensions (as on a PPI presentation). How
to select parameters in such a framework is a problem of some importance.

The most general known technique for handling estimation problems with an
underlying dynamic evaluation is the Kalman formalism. This technique is capa-
ble of accommodating without exception the effects of nonstationary statistics
and an arbitrary sequence of data including any combinations of missing reports.
In view of its generality and success in practical application to many tracking
problems (the a, 0 tracker is a special example), we adopt the Kalman approach
to our work.
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3.2.1 (continued)

The methods of analysis for the work of this section includes mathematical
study and computer experiments. These are sufficient, when tempered by judg-
ment, to suggest the structure of track S & P algorithms and, in many cases,
to suggest appropriate values for algorithm parameters. However, in order to
optimize any resulting algorithms for the real world, much more extensive tune-
up via simulation and/or live testing will be necessary.

Two aspects of tracking performance are frequently identified as being of
Importance: track S & P accuracy and track reliability. Reliability has two
facets: track lifetime, and tendency to swap with adjacent tracks.

One question frequently arises in S & P problems: is there a tradeoff in esti-
mate accuracy between smoothing and prediction, or between short vs. long
range prediction, or between individual parameters of a track parameter set?
The answer to all these is in the negative. The optimal method of estimation
simultaneously maximizes the accuracy of all these quantities. There is no
tradeoff.

Thus, for example, a method which produces a best smoothed track position
estimate also produces a most accurate smoothed velocity. Attempts to further
reduce velocity fluctuations, if introduced into the track S & P iteration,
will only produce less accurate positions and velocities. Of course, the out-
put of the track S & P may be subjected to further smoothing for cosmetic
purposes of display, etc., but these changes do not represent a real improve-
ment of the accuracy of the estimate. Only the rate of fluctuation is reduced;
the amplitude is increased. Such modified estimates must not be reintroduced
into the track S & P loop.

Again, the accuracy requirements on smoothing, one-scan, or multi-scan predic-
tions do not conflict. An optimal method of S & P for the purpose of on-going
tracking is directly extensible to provide most accurate long range prediction
estimates. Conversely, an improved method of long range prediction would
immediately have application to the tracking operation, where better accuracy
would also be obtained. A second class of questions is concerned with the
possibility of S & P design tradcoff among Lhe various aspects of reliability
vs. accuracy. Here the answer is less categorical, but experience to date
as well as some analyses indicate no conflict. That is, the problem of opti-
mizing tracking S & P for accuracy is essentially the same as that of maximizing
track life and minimizing the tendency to swap. No obvious tradeoffs exist.

As an example, we preview the results of section 3.2.4.1, where analysis of
an idealized model indicates a rery strong dependence of the mean track life
under random maneuver and data noise conditions on the ratio of search bin
size to rms position prediction error. Slight reduction of this error causes
much greater improvement in track life than a similar variation in other aspects
of performance (e.g., the rate of fluctuation of the estimates). Thus, tracking
accuracy and life essentially vary together in a one-to-one fashion and are
optimized simultaneously. In a clutter environment, reduced prediction error
makes reduction of the search bin size possible, thus improving clutter
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3.2.1 (continued)

rejection. Further, use of a nearest fit type of correlation logic under
reduced error decreases the chances of a successful clutter correlation. Again,

, improved accuracy improves track life.

Using some simple considerations, we can also make plausible a direct connection
between track accuracy and tendency to swap. These considerations are valid in
the context of nearest fit correlation logics (which we shall assume throughout).
Note the simple situations in figure 3-4 representing two straight tracks
perfectly timed for a cross. If the angle of crossing is not too small, it
is easy to convince oneself that the first scan after the cross is the most
critical for swaps; before this point a likely result of miscorrelation is
loss of track. 1No swap occurs if the two track vectors are in the same rela-
tion as the true paths, for then the nearest fit correlated data will keep the
two track estimates properly diverging. On the other hand, if fluctuations of
the velocity estimates are such that the track vectors are crossed in the
improper order, then this improper order will be reinforced by the new data
and that relation will persist as the aircraft separate. The tracks then are
permanently swapped.

For a given crossing angle, then, the tendency to swap is reduced with a
reduction in the size of the one-scan prediction errors and vice versa.

All of these arguments lead to one conclusion. There is basically one problem
of tracking S & P system design: the optimization of S & P accuracy. Since it
is immaterial which aspect of accuracy we select, we choose most often to work
in terms of the one-scan prediction estimates of aircraft position. These
are most natural since they are related directly to the requirements of search
bin sizes and other aspects of correlation design.

If the various possible measures of tracking performance do not conflict, then
what is the major design difficulty? The central difficulty in the design of
an optimal tracker is the decision as to what track population to optimize it
for. There exists a basic conflict in design for straight, non-maneuvering
tracks vs. tracks in maneuver. In the former case, emphasis is placed on
smoothing the fluctuations caused by data measurement error; in the latter on
following the twists and turns of the maneuvering track.. No one tracker can be
optimized simultaneously for both classes of track.

Two approaches to this dilemma are possible. First, we may design the track
S & P to be optimal in the sense of average performance over a specified
population mix of track types. Secondly, we may attempt to design an adaptive
tracker, one which identifies the type of track it is dealing with and adjusts
itself accordingly. We shall see later that adaptive methods for the RBTL
system appear to have rather marginal capabilities, so that we cannot really
avoid the obligation to design for a track population mix.
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3.2.2 Model Selection

3.2.2.1 Basic Model and Extensions

Underlying the recursive process of track estimation in a Kalman model is the
basic notion of the state (column) vector x. The state vector has, as compo-
nents, all of the quantities which describe the dynamic evolution of the'
system and which, if known exactly, completely summarize the effect of past
history on the future development. The equation of state, a set of vector
difference equations, describes the evolution mathematically.

x(n+ 1) = O(n) x (n) +w(n) . (1)

Here x(n) is the (true) value of the state vector on scan n. §(n) is a square
transition matrix specifying the dynamic connection. w(n) is a vector of
random driving terms. w has components of zero mean, which are serially
uncorrelated. However, for any given n, the elements of w may be correlated
with each other according to a specified covariance matrix Q(n).*

ELw(n)J = 0 Q(n) = Elw(n)w'(n). . (2)

As an example, take the following notion of aircraft motion in the x, y plane.
State variables are x, y, :k, and y (position and velocity components). The motion
is assumed independent in each coordinate, so that we need to treat only one
dimension at a time. Set, therefore, at the scan n,

x(n) -x(n) = .(3)
k(n)

Assume that the motion is driven by random, serially uncorrelated, zero mean
accelerations, a(n), which are held constant through each scan period, At.
Thus, from the laws of uniformly accelerated motion,

x(n + 1) = x(n) + Atk(n) + 1 a(n)(At)2  (4)2

(n + 1) = (n) + a(n)At

We identify (4) with the equation of state (1)

*Motrix transpose is indicated by an apostrophe. Expectations (mean values)
are indicated by the notation EL ]. Subscripts indicate matrix components.
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3.2.2.1 (continued)

where

I 6t (t2

j(n) w(n) . (5)

LO I a(n)Lt

We assume the acceleration perturbations, a(n), to all have a known common
variance a2 . Then,

Sa 2(at)3
2

Q(n) =.()
a2 (t.3 2 "a Qt.) a (LO,

With the additional assumption of uncorrelated x, y data errors, this dynamic
model leads directly to an L', 0 tracker of the type used in RBTL. Indeed, it
underlies all 0, 0 trackers. If we believe in the correctness of the dynamic
assumption which motivates this model, viz., that successive accelerations on
each scan are not correlated and that x and y motions are independent and
similar, then we are inevitably driven to the u, tracker,with Q, 0 applied
equally to x and y coordinates. By questioning these assumptions, we are led
to suitable improvements of the dynamic model and, thus, eventually, to
better track estimate accuracy.

Several points o attack are thus presented. Are x and y motions independent
and of similar characler? Not really, sinc, if the aircraft is progressing
in the x directinn, lateral or " accelerations would normally be larger in a
maneuver than x or longitudinal accelerations. In fact, the natural coordinate
system to use for a more exact description cf motion would be oriented in the
direction of motion. This prc.cntz somc. problums in practice when used as the
basis of track S . P, since the orientation is not only constantly changing,
but must be inferred exactly from the velocity estimates themselves. We shall
pursue this subject later. The evidence indicates a positive improvement in
S & P using track oriented opera Lions.

Are successive accelerations serially unco-related? Not exactly. When an air-
craft turns a 900 turn at 30 /sec., for example, accelerations are held consis-
tently for 7-1 scans. The probL'em here is to determine whether such accelera-
tions are large enough and last long enough to be reliably determined from the
data before the maneuver is nearly completed. Unless such acceleration runs
can be detected in a timely faslion from the data, it avails us little to
include them in the motion model. The evidence on this point is negative;
accelerations can not be so estimated and track S & P algorithms (u. 3, Y
trackers) base'! on their inclusion, are inferior to 0, / trackers (ie., "Y 0 is
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3.2.2.1 (continued)

optimal.) It should be noted, however, that the negative answer is somewhat
marginal and depends on the data conditions. If either the data rate or data
accuracy were to improve substantially, then acceleration estimation would
become feasible.

2
Is the acceleration variance, a , known? No. Specification of the accelera-
tion variance is equivalent to a specification of the track population for
which the tracker is optimized. For an given track we really do not know
what value of a2 to assume. In fact, a may change from point to point on the
track. Such change can he accommodated in the model through Q(n), but the
sequence of values must be known. According to2our previous discussion of
track populations, we may select a compromise a which then leads to a design
which is optimal cn the average for that mixed class of tracks.

Attempts to estimate a2 "on the fly" and tnus produce an adaptive filter can
be shown to be ifefiective, except in extreme cases (i.e., only extreme
differences in a can be sensed). Thus, the adaptive feature is not a effective
as one might suppose and can serve only to trigger an emergency mode when a
straight track suddenly maneuvers and almost escapes from the search bin. This
feature is discussed later under "deviation controlled smo. thing". This result
should not be unexpected in view of the general difficulty of estimating the
accelerations themselves, even it sustained, as noted above.

Other variations of the model are also possible. For example, we can refor-
mulate the equations in terms of polar coordinates instead of rectangular
coordinates. This reformulation allows one to handle the effect of unequal
range and azimuth data errors more handily, but it introduces other complica.-
tions to be described later.

3.2.2.2 Measurement s

The general measurement at scan n for a track whose dynamics are described by
(1) is given by the vector z(r). The components of z represent each individual
measurement value. In the Kalman model, z(n) is exp:ressed as a linear function
of the state vector x(n) plus noise c(n).

z(n) = (n) x(n) + c(n) . (7)

The observation matrix i describes the geometry of the measurements, while
the added data error c has zero mean components, serially uncorrelated In time.
The noise variance is described by the covariance matrix, R(n).

ELc(n)J -- 0 R(n) E'c(n)c'(n)j . (8)

3-2I
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3.2.2.2 (continued)

As an example, suppose that z represents an x, y measurement of the position
of an aircraft moving in the x, y plane. Then If the x, y data errors are
equal and uncorrelated, each component measurement may be treated separately.
Corresponding to the one-component dynamics model (3) through (6), we have
the meazurement equation

z(n) = x(n) + c(n) , (9)

where

H(n) = [1, Oj R(n) = c2  (10)

This measurement model, together with the previous example dynamics model,
leads to the u, 0 tracker.

When both radar and beacon data are received on a given scan, there are several
statistically equivalent ways to proceed. They may be collected to form a
vector observation z; they may be combined by optimal weighting to form a
bingle measurement, or they may be treated in sequence. For the purposes of
track ., 6 P, the precombination approach is the most suitable. However, it
should be noted that when S & P is performed, track data has already been
selected by the correlation process. For correlation purposes, the sequential
approach is required. 'lhus, the problem of data combination is handled differ-
ently for these two tasks. (I. reporting some of our computer experiments,
the sequential approach was used throughout for convenience.)

Radar and beacon data are weighted together in each component inversely as to
their respective noise variances, cr, c2, to produce a combined z.

r 1

I
-2 4b+ c2  rZ Comb br(I

c 1.
2 2

cb  cr

4kzb  (1 - k)z r  o<k < I

The equivalent noise variance of' the combined measurements is,

c2 1 e2 02
comb 1 I (12)

c2 c2
b r

1
A typical value of k is 1
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3.2.1.2 (continued)

Therefore, when combined beacon and radar data are2obtained on a scan, (9) is
used with an appropriate value of reduced noise, c

Missing data (both radar and beacon) can be accommodated by the model through
the formal device of setting H = 0. The datum z then obtained consists of
pure noise and will be rejected by any optimal S t P filter.

3.2.2.3 Estimation
A

Let x(n) be the optimal smoothed estimate of the state vector x(n), given the

data up to and including scan n. Let x(n) be the optimal prediction estimate
of x(n) based on data up to but not incltiding z(n). Using the general Kalman
model, one finds the following optimal (minimum mean square error) S G P
operations.

Smoothing: (13)
A

A(n A A (n)x(n) = x(n) + K(n) Lz(n) -- 11(n) x

Prediction:A
x(n + 1) = X(n) _(n).

K(n) is an optimal weighting matrix which is related to L(n), the covariance
estimate of the prediction errors.

K(n) = Ln)lt'(n)[H(n).n)II'(n) + R(n)1 (14)
The prediction error covariance matrices, I(n), are themselves calculated by

a matrix recursion,

E(n + 1) Q (n) 4 T(n) I V(n) - Vn)I' (n)KH(n)(n)H' (n) + R(n)] -

(15)
H(n)E_,n) V' (n)

As an example, let us set up the S & P system for the dynamics model (4). (5),
(6) and measurements model (9), (10). We define the components

xx xk I

x= * I K = (16)

a4
JJ

3
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3.2.2.3 (continued)

and find:
Smoothing:

A A (17)

AA Ax~n) = °x(n) + (n)[z(n) - x(n)j
AA

A^

(if da.a is missing set z(n) x(n)).
Prediction

A
A A
x(n + 1) x(n) +atx(n)
A

A8(n + I)- (n)

Optir;al. weighting matrix

or(n)a(n) -- xx

(xx(n) + C2

C7 .(n)
P(n) = MX

2(Y.,(n) + c
Covariance 

recursion
(19)

1 2 '
O xx(n-i) i a (A t.) Uxx(n ) + 2,t xt(n) + (A )O,:k(n)

(axx(n) 4 L (n) 2

- h(n) Xxx
Cxx (n) + c

-h(n) a(x* (n)( le (n) + AtaW(n)

Oxx(n) + c
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3.2.2.3 (continued)

(19)

S(' . (n))'
a+ (t y(n) - h(n) xx

x k 2
axx(n) + c

where we set h(n) = 1 if data are received on scan n and h(n) 0 if no data
are received.

Thus, we have derived an a, P tracker. It can be shown further, if the

dynamics model is changed so that the accelerations are no longer random (seri-
ally uncorrelated) but are built up from third derivatives of motion which are
random, then the state vector has an additional Y component, and the (. B
tracker is extended to an Q, 0, r tracker. The corresponding S & P equations
take the form:

Smoothing (20)
A A
A A

=(n) rx(n) + O(n)[z(n) -x(n) --

A A

x(n) *(n) 4 P(n)[z(n) - x(n)]

A A

A IA" (n) z- (n) + Y(n)[z(n) - x(n)J

Predict ion
A

x(n+l) -- (,') + At x(n) + t (t)P3'(n)

A
A

S(n) + At ()

A
A A

"(n+l) "X (n)

Of course, the covariance recursion controlling the selection of optimal ', ,

"€ now is considerably more complex, containing six component relationships.

3.2.2.4 Track-Orierted Smoothing

If the motion and measurement processes do not permit a decomposition of the
model into two independent dimensions, then the S & P equations and, partic-
ularly, the covariance recursions become quite complex. Extension of the simple
a, 0 tracker to allow general treatment increases the number of independent
smoothing constants from 2 to 8. There are then 10 separate equations comprising
the covariance recursion. Thus, the cost of departing from independent compo-

nent operations is quite steep.
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3.2.2.4 (continued)

The condition which" allows this decomposition on an x, y component basis is
that the x and y maneuver acceleration components are not correlated and the x
and y data error components are not correlated (both acceleration and data
error covariance ellipses are aligned along the x, y axes). A slightly more
general condition occurs when one of these ellipses is circular and the other
is not aligned with the coordinate axes. Then a rotation of coordinates will
bring about the aligned condition and decomposition may be applied.

There are two possibilities. If the maneuver accelerations are assumed iso-
tropic, but the data errors have noncircular distributions which are range-
azimuth oriented, then a rotation of coordinates along the local range-azimuth
grid directions will uncouple the estimation problem and permit separate c2
noise variance values to be applied in each direction with a corresponding ,
0 tracker. If, on the other hand, the accelerations along and transverse to
the track directions are assumed different, but the error distribution is
circular, then the coordinate system may be rotated in line with the track
direction (assuming that it can be accurately estimated). Then separate ',
smoothing can be applied along and across the track direction using appropriate
different values of a2 .

If, however, both the data error and maneuver acceleration ellipse are skew
oriented with respect to x, y, we have the general configuration, and no
decomposition is possible. Careful control of the 8 smoothing parameters
would then almost demand a covariance recursion of 10 equations. In the cur-
rent system we can fairly well reject this possibility as too expensive of
computer time and storage for the improvement of performance it might engender.
(Some approximations are possible, however, so that we may save some of the
information in the skewed distributions. See below.)

The approach we propose (which has been confirmed by some computer experiments)
is to orient the smoothing operations to the estimated track direction. This
is mn ivated by the knowledge that aircraft normally move in such a way that
tran-verse accelerations are larger than longitudinal accelerations.

In order to construct track oriented smoothing equations refer to figure 3-5.
A A

The track vector with predicted velocity components, x, y makes an angle CP
A A
A Awith the x axis. The predicted position at x, y and data at zx, Zy form a

data difference vector D. The longitudinal axis is in the direction of track
motion; the transverse axis is perpendicular and positive on the right side.
Resolving D along the L and T axes in terms of their x, y components, we obtain:

D L = D xcosy + Dysin (21)

A A
SDsxt + D y

S S
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3.2.2.4 (continued)

M DT  Dx sin - DyCosY (21)

A A

D Dy

s s

A A

2 A2 t.2S k + y

These differences now provide the longitudinal and transverse corrections to
the predicted positions by multiplying by the respective smoothing constants
a I O But we may describe this process just as easily in the original x, y
L' T. A

system. Thus (see figure 3-6) X is corrected by addingu L times the resolu-
tion of DL on the x axis plus or times the resolution of DT on the x axis.
Similar results hold for the y direction. At scan n,

A
A A .

x = x+aL DLcOSy + aTDTsin (22)
A

A A ny y+ aLDLslnY - OtTDTcosY

Using (21) we find
A A

A A A
A A (23)X =X+ Ct LUX +C Y

s 
s

A A
A . A

A A
y =y+aLy-a vx

s2 T 2

where
A A
A A

u = Dxk +y ' (24)

A A
A A

v = Dx - Dy .

A completely identical argument now produces the velocity smoothing equations,
A ! A

A A A
A A uk + (25)

= 2+ PL + T s2
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3.2.2.4 (continued) (25)

A A

-vx

S 22

while the prediction equations are the same as for nonoriented S G P. Thus,
in effect, we have performed our smoothing in a rotated system, but have
preserved the use of the ordinary x, y coordinates for its implementation.

The effect of a data error distribution which is skew to the track direction
may be introduced approximately by comput.in. the variknce of these errors
along the L and T directions separately. Then cross-correlation is ignored
(the error ellipse is reformed oriented in the track direction). If the polar
coordinates of the predicted position are P, 6 we can write

c C sin (Y-0) + c cos'(Y-O) (26)

2 2  
+ 2

cT  Cocos2(N-0) + Csin (Y-6)

2.
Here c is the covariance n position (linear units) in the tangential direc-
tion a~d varies with p. cp is the range variance, a constant. cE, ci, may be
used now to assist in the selection of suitable 11, P, either by using covariance
recursions (the more exact P.ethod), or by ad hoc mcthods.

3.2.2.5 Acceleration Smoothij

The S & P equations (17), (18), (19), representing a general ae, tracker, and
their extension in the pieviou, section to track orientpd operations are
optimum for a particular dynmics model in which aircraft accelerations are
uncorrelated from scan to scani. We have chosen a particular model in which
such random accelerations, once selected for a particular scan,are held
constant for a scan interval. Slightly different assumptions, i.e., that the
accelerations are seriall uncorrelated irnpiulses occuring just at each scan
time, lead to the same a, S & P equations, but a slightly different covariance I
recursion which define-, optimal a, . In any case, to jtstify the use of
acceleration smooitling and an a, 0 , , tracker,. aircraft accelerations must have
sufficient magnitude and be held consistently over a s,,fficiently large
number of scans, so that their effects are detectable in the measured air-
craft trajectory.
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3.2.2.5 (continued)

This detection must occur in a timely fashion before the acceleration
switches to another level, or else it is of no value in track S & P. There-
fore, determining that an aircraft did maneuver with an estimated accelera-
tion by examining past data history is inherently an easier task (estimation
accuracy is higher) than detecting the maneuver in progress before it is
complete. In the latter instance we must be particularly careful not to
mistake a momentary velocity estimate fluctuation for a turn in progress.

In order to illustrate the fallacy of one uncritical view of tracker design,
refer to figure 3-7. This figure shows the dynamic trajectory of a point
in one dimension, x, as a function of time, t, up to the current time t . Thepath is a random walk which can be generated as the accumulated winningg of a
long series of fair coin tosses. Assuming that the path can be observed with
essentially zero error, what is the optimal track S & P procedure?

Obviously, the best smoothed position is xn , the reported position at t • We
know, further, that the future direction that x will take in slch a gambling
game is equally balanced between a tendency to rise or fall, regardless of
previous behavior. Thus, the optimal prediction to a point in the future is
also x0 . It avails us nothing to attempt to determine a velocity of the
motion at x , much less to determine accelerations. Although, for example, a
section of Surve history preceding t could be fitted by polynomials, the
accuracy of fit increasing with the Brder of the polynomial, these polynomials
could not be extrapolated into the future to provide prediction (or smoothing)
estimates superior to just x . In this case the order of the polynomial is
analogous to the choice of state vector (x, k, ...) complexity, and an
improved fit to old data is no proof of predictive power.

By adding measurement noise to the trajectory of Figure 3-7 and sampling it,
we would obtain a type of model for which an o tracker (no velocity smoothing)
would be optimal.

In order to determine whether consistent aircraft accelerations can be de-
tected,0consider a real aircraft trajectory: two straight portions connected
by a 90 turn traversed by 3 deg./sec. at a speed of 200 knots. The turn
lasts 7.5 scans and the lateral acceleration, a, during this time changes from
zero to .0465 nm/scGn-. The lateral deviation, d, from a straight path due to
acceleration during one scan is about .023 nm. The standard deviation of the
beacon data error, c, is about .1 nm.

d .023 nm. =.l nm. .=23 (27)
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3.2.2.5 (continued)

It can be demonstrated that if one desires to detect this acceleration signal
in the data noise, the method which produces the best signal to noise ratio
is the use of a matched filter. That is, a series of weights is derived,
having the same progression as the signal to be detected; in our present
casethis is a parabola. Then the series of weights is convolved with the
noisy input signal. The resulting weighed sum is an estimate of accelera-
tion with best signal to noise ratio.

Table 3-2 shows matched filters for acceleration estimation based on 3, 4, 5.
7 and 11 consecutive scans of data. The last column of this table exhibits
the ratio of the acceleration estimate to the standard deviation of the
noise in the estimate when the value of d/c in (27) is applied. In order for
the acceleration to be evident with some reliability, S//i should be 2 or
greater. We see immediately that 7 or more scans of data showing the con-
sistent acceleration are required. But, at 7 scans into the 900 turn, the
turn is over, so that any track S C P which attempts to retain and use the
acceleration estimate at that late point will not perform optimally.

For turns lt 200 dt., the displa ement, d, scales linearly with the turn rate,
so Lhat 1 /sec turn yields S/I/N values one half as great. We see that 02ahjut 10 scans of data are required for acceleration estimation. For a 90
turn lasting 15 scans, this is likewise rather late in the turn for S & P
purposes. In general, we conclude that acceleration estimation is not
promising under current circumstances, and that a significant reduction of
data error, c, or increase in scan rate (yielding a larger number of samples
of the maneuver) would be necessary to change this conclusion.

These results are supported by computer studies in which a general C, 0, Y
tracker is assumed, and the smoothing constants are adjusted automatically by
a hill-climbing routine to optimize the performance of the tracker over a
population of straight and maneuvering tracks. Both track-oriented and non
track-oriented systems were investigated. In all cases of practical interest,
the program found optimal y values of zero. Therefore, there appears to be
no payoff under current circumstances in going beyond the C, 0 tracker.

If this conclusion is accepted, then some interesting corollaries follow from
it. First of all, trackers which attempt to fit parabolic or higher order
polynomials to past data cannot w'ork effectively. The fitting of such
curves is equivalent to makir', estimates of acceleration and higher order
derivatives of motionwhich is futile. The data quality only justifies the
fitting of straight lines, i.e., position and velocity estimation.
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3.2.2.5 (continued)

In fact any other method of tracking which inspects past data patterns for
evidence of the occurrence and direction of a turn maneuver and biases, or
otherwise modifies the track S & P in the turn direction, will ait enhance the
tracking accuracy. (Our similation studie; also suggest this conclusion.)

The difficulty of detecting a consistent acceleration also suggests that it may
be similarly difficult to assess from the data the magnitude (variance) of
random accelerations. Since optimal determination of . 0 depends on this
paremeter, it would be convenient to be able to dedjct from the data of the
given track, adjusting Ct, 0 adaptively in response. This adjustment, in
effect, controls the time constant, or memory of the tracking filter.
Unfortunately,,it can be shown (see section 3.2.3.7.) that maneuver estimation
is somewhat limited. The most that can be achieved is to discriminate three
levels of maneuvers.

3.2.2.6 Other Coordinate Systems

The above discussion and our study work sjpport the use of the a, P tracker in
an x, y system with track-oriented smoothing and p, 0 error distribution
features. There does not appear to be any positive advantage to reform-
ulating these relations in another system, such as polar coordinates.

Note that since tracking operations are indivitihally oriented for each track
and the corresponding tracking error ellipse is variously oriented with
respect to p, ( data errors, there is really no "natural" coordinate system.
The main motive for choosing a p. 8 dcscription of track motion would be to
avoid coordinate conversions in correlation processing. This processing in
our colocated system is most conveniently done in p. 8. This does not seem
sufficient incentive tU ahanioi x, y trackiog. 'specially since comm.n x. y
coordinates will almost certainly be the most convenient form for the multi-
sensor, non-colocated system.

3.2.3 Selection of Smoothing Constants

J.2.3.1 Methods of Approach

The exact selection of a. B values which minimize S & P errors according to the
random accelerations model is made by performing covariance recursions (19)
once per scan per Lrack and applying the results in relations (18). This is
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3.2.3.1 (continued)

the approach taken in some existing trackers.* If we think in terms of track-
oriented smoothing, then two sets, (ML. 0k,), (Cr, T)' are required, control-
led by their own independent covariance rec,|rsions. If time is measured in
units of one scan (i.e., Lt - 1), the o(, $ and covariance relations (18), (lq)
are conveniently determined by a single parameter X,

2

X 2 (28)
c

This parameter describes, equivalently, either the degree of random maneu-
verability of the track vs. the data error, or the inix of straight vs. maneu-
vering tracks in the population. The recursions select optimal of. 8 values
for these conditions, depending on the sequence of hits and misses received.

The equivalence between design for a population mix of randomly maneuvering
targets or of deterniaistic maieuvers can be justified by a nontrivial ap-
plication of linear system theory. Some useful correspondences are paired off
in table 3-3. For random inputs to our system, we measure mean square track-
ing error; for deterministic inputs, we measure the sum of the squares of the
resulting tracking deviations. Of course, we. must compare errors of a similar
sort, such as the one step predictions vs. trae positions which form the basis
of the current discussion.

TABLE 3-3. CORRESPONDENCE BETWEEN RANMgM AND DETERMINISTIC MODELS.

Random D)eterministic

Frroc measure Mean square error. Sum of error sqjares.

Noise Random, uncorrelated. Single deviation.

Turn (1) Uncorrelated accelera- Sharp turn, pivot
tions held constant midway between scans.
through scan.

Turn (2) Uncorrelated accelera- Sharp turn, pivot at
tions. Impulsive at scan.
beginning of scan.

*The Weighted Minimim Variance Tracker of the AN/SPS-48B Tracking Study,

UNIVAC. Here a2 is assumed to be zero, and a special device is used when data
is missed to increase the covariance values.
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3.2.3.1 (continued)

The response of the tracking filter under these measures is numerically the
same for corresponding random and deterministic inputs. Thus the mean square
tracking error for a unit standard deviation of random noise (the error that
would be obtained on a straight track with data errors after initial trans-
ients die down) is the same as the sum of error squares obtained when such a
track is perturbed a. one point by a unit displacement. This latter effect is
perhaps typical of clutter interference, so that in designing a filter to
optimally operate with position data noise we are sinultaneously optimizing
behavior in clutter.

Similarly, random acceleration held constant throughout a scan can be shown to
be equivalent to a deterministic sharp turn in which the pivot point occurs at
midscan. Also, the model of random impulsive 3ccelerations leads to results
equivalent to a deterministic sharp turn pivoting precisely at a scan time.

In view of the added complexity of track-oriented operations. we should like to
forego the exa,;t method of (X, selection and, instead, base these selections
on the more heris-tic method of "firmness" control presently used in RBTL. In
order to motivate this, we show that such control can be adjusted to provide
a. 6 selections which are in substantial agreement with those of the exact
method. Hlence. the current firmness control can be retained. It requires
only adjustment in order to function optimally.

3.2.3.2 Steady State Analysis

The simplest way to develop our discussion is through analysis of the steady-
state. That is, the track has been acquired a long time in the past so that
initial transients have died out, the maieuver parameter X is held fixed, and
no data are missed. Then, by iterating the covariance recursions (l). we
find that 0Txx, axk, ukc converge to fixe(d values and, through (18). so do
a, . These steady-state optimal a. values depend on the single parameter
X. As X varies from 0 tu -, the a, 5 pairs ma be plotted as a trajectory
in the a, plano. This trajet.tory is our "standard" C1, 0 curve. It has the
form:

Standard C, curve"

(:9)

Had we used an impulse acceleration model with its slightly different covariance
recursion, we would have obtained a simple explicit relation betweeal optimal
steady-state U, ., viz.,

Alternate standard:
2 2

2 -- .(30)

3-43



3.2-3.2 (continued)

In addition to such optimal a, values, we can explore the use of other 01,
0 in steady-state S & P, that is, perform a sensitivity study. A linear
systems analysis of the S G P equations (17) wit.i fixed but arbitrary Of,
reveals that there are stability limits on the selection of Ci, 0. Stable
track S C, P can be obtained by picking ct, 0 within the triangle shown in
figure 3-0.

In the same figure, we have shown cokitours along which the variance of predic-
tion errors produced by a unit random error is oonsfant (or equiialently. the
eff'ect of a single unit position perturbation, as was discussed above).
Obviously, small a, 0 are best from the point of view of noise error smoothing.

On the other hand, an analysis of maneuvers shows an opposite tendency. Figure
3-9 Illustrates contours of constant sums of squares of prediction deviation
due to a turn maneuver with pivot at a scan point (or alternatively, of
deviation variance due to impulse accelerations). The contours corresponding
to these ror our standarJ (constant through each scan) acceleration model are
simply equilateral hyperbolas in the 01, 0 plane.

In figure 3-10, we show the lower left unit square portion of the triangle.
Both the family of equilateral hyperbolas and the family of constant noise
variance component contours are drawn. Their poiats of mutual tangency define
our standard a, 0 curve, since such a point is reached by keeping the maneu-
ver error component fixed while minimizing the effect of noise or vice-versa.
The maneuver error contours of figure 3-9 are almost hyperbolic in the lower
left corner also, so that the alternate at, 0 curve is close to our standard
one, departing most at. the upper end whe' the alternate a, 0 is exactly 1, 1
(see figure 3-11). Although the standard curve departs from the unit square
at the upper end, reachinig the values a = 1, 0 = 2, for X = c, these values are
of little practical interest. A reasonable range of X values, which are marked
on the curve, restrict consideration to the area of the unit square.

One use for the double family of contours and their attached variance factors
in figure 3-10 is to gauge the sensitivity of the prediction errors to depart-
ures from optimal at, . We see that there is a rather wide strip running on
either side of the optimal curve where a choice of 1k, 0 would result in
only negligible degradation.

This point is further explored in figure 3-11, where we have analyzed the
envelope of the samples of prediction error in making a sharp turn. Besides
the standard and the alternate 0, curves which are included for reference,
the diagram shows lines of constant damping ratio for the maneuver transient.
A damping ratio, ? = 1.0, represents a critically damped system. There is no
oscillation or hunting of the S & P after the turn with these a, pairs.

3-44



4

table Triangle

(xx Noise7KC

2Where C =Data Noise Variance

0 1 2

Figure~~ 3=.V 4ac atro oito rdcinErr u

to Dat :ois

K 3245



1.01

41.

2.

1.0
I-I

0.

0 2

Figure 3-9. Sums of Squares of One Compmwient of Predi:I.ion Error on

Right Angle TurnJ

3-46



2

1.52

1.0-
-=10

2.76

X=MAneuveraility Fqctor

0.6

0.1 .

00.2

0.

K2* C2 =Prediction Variance (Component) Due to Observation Errors

XK2 -.Prediction Variance (Component) Due to Random Maneuvers
2

Figure 3-10. Variance Factor Contours and Optimal ci, Curve

3-47



Standard 0.7

1.00 0.

=0.4

Alternate
0.8 Standard

E 0.6

=1.0

0.4

0
0 (0.2 0. .B .

Figure 3-11. Optimal cy, s Curves and Damping Contours

3-48



3.2,3.2 (continued)

When C 0.2, the turn transient is quite underdamped, and, although the S & P
estimates recover from the transient more quickly, they overshoot that re-
covery and oscillate several times before settling. Designers are accustomed
to adjust such transient response to about 9 = 0.7, which provides a goodcompromise between quick recovery and degree of ringing. We note with satis-
faction that our optimal standard a, 9 curve coincides closely with optimum
damping.

In figure 3-12,we have plotted the current set of RBTL 0, $ values for com-
parison. Each successively lower point corresponds to a unit increase in the
track firmness. The points match the standard curve quite nicely, except that
they prefer the alternate curve end at a = 1, 1 1. Since this end of the
curve is sensitive to slight changes of the random acceleration model and
since, as we shall see later, 0 = 1. 9 = 1 is a prominent selection of optimal
a, D in the start up (nonsteady-state) mode, we concur that the current a, 9
sequence represents an adequate and effectively optimal set.

3.2.3.3 Start-Up Mode

Having explored the steady state solutions of (18), (19),we now investigate
the optimum (, 0 sequence which is appropriate for a track which has just been
acquired. Initially we assume that any._.priori information on the position
and velocity 6f the aircraft is much cruder than that which can be obtained
ultimately from the tracker. Mathematically, we set cxx = A, c k = A, ox 0
(A > 0, very large) to start the covariance recursions.

Substituting these initial (n = 0) values in (18). we find optimal 0 (0) = 1.
0 (0) = 0, the expected result. That is, the initial data pickup is accepted,
per se, as the initial position estimate, while velocity is not smoothed.
Next, one use of the r'.cursions shows that for the second (n = 1) return we
need a(l) = 1, 0(0) = 1, again the expected result. The next iteration (n = 2)
produces the values a(2) = (10 + X)/(12 + X), 0(2) = 3(4 + X)/2(12 + X).
This process may be continued indefinitely. The sequence of optimal a(n),
0(n), which is produced for any X parameter, converges finally to the steady
state optimal , 5 for that X value.

Figure 3-13 shows such an a, start up sequence for X = .1 plotted in the o,
9 plane. The sequence (starting with n = 1) is plotted with large dots. It
essentially converges to the steady state value by n = 6 and lies on the
standard steady state curve as shown in the diagram. When this experiment is
repeated for other X values in the realistic range 0 to 5, somewhat different
a, 0 trajectories are found. However, they all lie included within the boundaries
of the standard curve on top and a similar lower envelope curve on the bottom
as shown in the figure. Successive points fall somewhere on the series of heavy
traces indicated between these boundaries. As the points descend, they follow
tIe lower limit of those traces until they reach the P level appropriate for
the assumed X. Then the points converge into the steady state curve.
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3.2.3.3 (continued)

Since the total constellation of optimal a, 0 values lies near the standard
curve, this result shows that suitable a, 0 from the steady state curve may
also be used for approxiwrtely optimal start up. Further, since the sequence
values cluster along the heavy traces, we can define approximately a universal
set of such steady state a. 0 opposite these traces which do rot depend on X.
Then. in order to start up a track having a presumed X. we follow the standard
sequence as It descends until it reaches the level appropriate foC Lat X
(the steady state a, " for that X). The sequence then continues in a steady
state moJe with constant a. 5.

By comparing the sequence of traces in figure 3-13 with the RBTL set of o,
values in figure 3-12. we see that a firmness increment of +3 for each suc-
cessive return produces an appropriate selection of a, 5 from the RBTL set for
start up.

3.2.3.4 Missed Returns

A similar study can be made of the progression of optimal a, 5 when returns
are missed. For this purpose we assume that the S & P is initially in a
steady state with no misses. Then a succession of data is missed. Finally
the data resumes with no misses. This computation is performed using (18),
(19) with h(n) = 0 during the miss sequence and h(n) = 1 otherwise. After
each miss the values of a. 0 are determined for the next scan even though they
may not actually be employed if data is again missed. In this waywe keep
calculating an optimal a, 5 for use with the first return after a sequence of
misses. On the subsequent scan after that the smoothing is said to be in a
recovery mode.

In order to compare these results easily with the current RBTL smoothing, we
must remefrber that the RBTL smoothing equation for velocity differs slightly
from (17). In RBTL the velocity constant P is divided by the time since the
last data was received prior to the return being smoothed. (Here we have
taken At = 1, so that the assumed velocity units are n/scan.) Thus, if m
scans are missed in RBTL. 0 would be divided by m. In order that RBTL should
use the 0 we desire according to (17), (18). we urist premultiply our
calculated optimal 0 values by m during the miss phase of operation. On
recovery we revert to the normal situation.

Again the sequence of optimal a, A so computed depends on X. In figures 3-14,
3-15, 3-16, we show the results for X = .2, .05, .01 respectively, with a
series of up to four misses. In each case, the c, 0 values start on the steady
state standard curve and, with each miss, progress upward along, but not
exactly on, the curve. Recovery is nearly completed in one scan back to the
vicinity of the steady state a, 0. Recovery values after four or fewer values
lie along the heavy traces.
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3.2.3.4 (continued)

These results again show that near optimal 01, 0 can be selected from the
standard curve, provided that the 9 smoothing is modified as in RBTL to
divide the selected 0 by the number of scans since the last data (the number
of misses plus one). The precise way in which the values are spaced up the
curve, when data are missedwdepends on X. But, by taking X = .05 as represent-
ative, we find that the spacings correspond to successive firmness changes of
about -4, -3, -2, -1. On the other hand, recovery drops the o. 0 back at
once to essentially the steady state level, and the firrness recovers likewise.

3.2.3.5 Data Combination and Variations

The above analysis applies to data of any of the three types: beacon only.
radar only, or combined beacon and radar. For reference purposes. however.
let us assume that the staidard design is for beacon only data. In selecting
a value of X -a for this case, we have designed for a particular population

c
2

mix. The value of X determines the maximum acceptable firumess according to

the discussion in previous sections and limits the decrease of a. P values as
firmness builds up.

Now, suppose instead that we are tracking with radar only. Assuming that the
track population mix is still the same, the appropriate X value scales
inversely as C2 , the data error. Radar is somewhat more accurate than beacon
but is more subject to extraneous (clutter) data. Hence, we should use an
effective c2 which increases in high clutter areas. Thus Xr for radar is, in
general. different from Xb and more variable.

For either the beacon only or the radar only cases, the only effect of this X

selection is to provide a firmness limit. -This limit itself may be taken as

the primary parameter and made to depend on local clutter conditions, on the

geography of the region, on flight plan information, and on the data error

variance computed for each component of motion being tracked. Thus, we would

increase the firmness limit of a radar track in the vicinity of clutter (as

shown by the system clutter map). We would increase the limit in geographical

regions where straight tracks predominate and decrease it where maneuvering
tracks are most frequent. We would increase the firmness limit when, accord-

ing to the flight plan, the track should be straight and decrease it during
a time interval containing each planned maneuver. Maximum firmness would
increase as the position measurement error variance decreases.

The picture that one obtains, therefore, is of a constantly varying firmness

limit for each track which, if decreasing, may drag the current track firmness

along with it.
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3.2.3.5 (continued)

In view of the great uncertainty in assigning X in the first place, exact
analysis of the magnitudes of the above effects does not seem warranted. We
can get a reasonable idea of the required changes in firmness limit first by
relating firmness to X through comparison oJ figures 3-10 and 3-12, and then by
estimating the relative changes in a2 and c which form X. A X variation
factor of 2 is equivalent to a firmness limit change of about 2. Thus, each
of the above effects can be related to a simple (small) integer additive
correction to the firmness limit. An appropriate table of correction values
versus effect levels.should be verified through simulation studies in varying
data environments.

When a track has combined beacai and radar data without misses, the analysis
is similar to the above, although the basic X comb (omitting variations) for
which the system is designed is larger than either Xb or Xr. The S & pro-
gram now uses combined returns as in (11). Equation (12) shows that ccomb
is smaller than either cb or c. A typical relation is that ceomb

cJ/3, so that Xcomb = 3Ub. Therefore, the firmness limit for beacon only
tracking should be +3 or +4 units higher than for combined beacon and radar
tracking.

When either beacon or radar (but not both) returns are missed in combined" tracked
data, it is in effect a partial miss. We have not inspected the detailed
behavior of a, 0 via the exact recursions for this case (c2 would vary from
scan to scan). We suggest in this case that appropriate a, 0 can be found on
the standard curve at a point whose firmness differs from the current track
firmness by the same increment that the firmness limits differ for that type
of data.

For instance, if a combined track loses a radar return, enter the a, $ curve
at the current firmness +3 or +4. A similar increase (not necessarily equal)
would be applied to a radar return without beacon for its , 0 lookup. On
the other hand, the current firmness, as remembered in the track file, would
follow the usual progressions based on hit or total miss. For that purpose
one return would be equivalent to a combined report.

In practice,it would be quite difficult (or perhaps trivial) to distinguish a
beacon only from a radar-plus-beacon track, since absence of radar may be only
a temporary problem. Thus, we propose to establish tracks as beacon (discrete,
nondiscrete, mode C classes) or radar tracks. A beacon track may or may not
have radar data. Therefore, the above firmness control should actually be
slaved to only these two types of tracks. This can be accomplished by inverting
the operations described for the beacon-plus-radar case when radar is lost.
That is, a beacon track with or without radar keeps firmness on the same basis
as the beacon only track. The firmness limit is adjusted accordingly. When
radar data also is received, the a, B table is entered at a lower level of
firmness. When radar only data is processed, the table is entered at a
firmness corresponding to the sum of two correction terms, one for adding the
radar return and the other for subtracting the beacon. The control is the
same as that previously described, only the reference is shifted to the beacon
only alternative.
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3.2.3.6 Track-Oriented a. 0 Control

In order to select suitable t, 0 for the longitudinal and tr9"svc.xhe direc-
tions in track oriented S & P. one can simply adopt the appi.aci of the pre-
vious section. There, the controlling ratio, X = a2/ci, was different in
different situations because c2 varied. Here. the principal cause of variation
is a different a describing acceleration magnitudes separately along and
across the track. As before, the present effect of X is incorporated into the
algorithm by way of tire maximum firmness.

Since the maximum firmness is different in the two directions, we shall now
need a separate running calculation of firmness in longitudinal and transverse
directions for each'track. Each sunh measure has itc different limit. The
limit on the longitudinal firmness is higher than on the transverse firmness
(a difference of +10 to +15 is appropriate).

The previous controls o, the limits based on data quality, etc., expressed
in terms of limit shifts, may now be additionally applied. In particular,
data error effects (p, e elongation) may be applied separately by calculating
(26), their variance resolution on the track oriented axes, and then entering
a table of firmness limit shifts vs. c2.

In order to provide somewhat smaller a, 0 values for longitudinal S & P. it
may be necessary to extend the RBTL list of a, to higher firmness levels.

3.2.3.7 Deviation Controlled Smoothing

It is interesting to note that the shifts in maximum firmness levels which have

been proposed as a function of the local data conditions. component maneu-
verabilities, etc., (as sensed or provided by external information) alter,
in effect, the S & P filter time constants. Or, in. other words, the span of
past data which is effectively used to produce current S & P estimates is made
to vary in a way appropriate for the conditions. In this section, we consider
using the data itself for this purpose.

We have already shown that varying the order of the filter to permit accel-

eration smoothing (equivalent to parabolic curve fitting) is not feasible for

most track population assumptions under current conditions. Now let us 2
consider the possibility of estimating the maneuver variance parameter, a
from the data.

We begin with an aircraft being tracked optimally in the steady state, firmly
established, at low maneuverability (X = .02). The error variance factors for

a = .41 and S = .11, optimal, may be read from the contours of figure 3-10.
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3.2.3.7 (continued)

The maneuver variance factor is K2 = 11.2; the measurement error variance
factgr is Ki = .47. Together they imply that, if t, 0 remain fixed but X =
a2/c varies, the total one-scan position prediction error variance, e2 , in
one component, is given by,

e2 = (K., + K2X)C2  (31)

= (.47 + 11.2X)c2.

The difference between the predicted and measured component positions (called
the deviation) is the sum of two uncorrelated errors, the above prediction
error and te data error. Adding variances, we find that the deviation
variance, D , is

D2 = (1.47 + ll.2%)c2  (32)

In th optimal steady state condition, when X = .02, this variance is D
2 =

1.69c .

Now suppose that the maneuverability of the aircraft increases, i.e., X
increases, but that the filter c, 0 are retained as before. The only evidence
of such an increase in the data are the data deviations mentioned above. In
order that such an increase be reliably evident from one sample, we would
requile X to be large enough to produce a D2 in (32) which is at least 4 times
1.69c . The X which does this is X = .47. This process may be repeated
starting with optimal tracking at X = .47 to obtain the next level of X = 5.2.
These two jumps Just about exhaust the distinguishable levels of maneuver-
ability and correspond to firmness changes of -6.

It is interesting to note that this process will not work in the reverse
order. If a track is established and optimally tracked in accordance with its
maneuverability, and if the maneuverability then decreases, the decrease
cannot be detected from one sample deviation. The measurement noise and
nonoptimal (fast reaction) tracking in the new situation conspire to keep tile
deviations almost as large as before.

Therefore, deviation control on a one sample basis is strictly a mechanism
for detecting maneuver increase. About three levels can be detected. Detec-
tion should be accompanied by a decrease in firmness. However, when no such
detections are made, the firmness should be allowed to rise again in a normal
start up progression until the limit is reached. Thus, the tracker always
seeks to optimize for the least maneuverability for which it was designed,
but it can be jumped temporarily to a more active state.
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3.2.3.7 (continued)

Detection of the critical deviation can be based on comparison of this
deviation with the search bin dimensions. In the next section, we show that
an optimal search bin radius, R, is detr.nined by the approximate relation
R2 = 14D2 , so that a deviation level th shold of 402 would imply that detec-
tion should occur at aboutfl7Ti_ or one-half of the bin radius.

The statistical problem of analyzing the use of more than one sample for
deviation control is difficult because the sa.mple deviations are correlated.
Further, development of such methods and a more careful assessment of the
basic idea are best based on siimlation studies (see Appendix B). There is
some evidence that use of two successive samples might be advantageous (each
passing the critical deviation level).*

3.2.4 Search Bin Control

3.2.4.1 Mean Track Life

The obiect of search bin selection is to provide an area of search for data
about a predicted position which, insofar as possible, will include the
actual aircraft report but exclude extraneous data, such as clutter, reports
from other aircraft, etc. Thus, we would like to make the search areas of
minimum size, but are ;onstrained to make them large enough to encompass the
reports of the tracked aircraft. To be precise, we are interested in the
position deviation vector D (see figure 3-5), used in the correlation pro-
cess, as well as in track S & P.

A A
ABins are generally centered on the predicted position, x,

D will fluctuate scan by scan as the data are received and S & P is performed.
These fluctuations are produced both by data errors and by aircraft maneuvers.
D is started within the search bin, and tracking continues until D becomes
large enough to fall outside the bin. Then tracking falters because the
data are no longer associated with the track and therefore cannot be used
in S & P. We adopt the simple view here for purposes of analysis that the track
is lost the first timie D falls out oZ the bin. Thus, we do not consider the

*C40/50 Radar Inputs & Tracking Optimization - C50 Final Test report,
Mitre Corporation.
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3.2.4.1 (continued)

usefulness of any backup procedures (trial tracks, secondary bin data) for
rescuing the track. Also,we neglect the perturbations In real world tracking
caused by non-utiity blip-scan. We assume that the aircraft'maneuvers at
random (random accelerations model).

For the tracking model which we have been studying, the mean value of D is
zero, and the variance of a component of D (the x component). which we call
U2, is given for the nth scan by

S02(n) = ax(n) + c2. (34)

This result simply means thatD consists of the sum of two uncorrelated errors,

a preJiction error affecting -and a measurement error affecting z. In

principle . Oxx is determined by the recursions (19). In partic lar, a

steady state value of axx leads through (34) to a steady state 0.

Now consider a population of cases in which we begin with the track well

centered (Dz 0) and then observe the fluctuation of D until the track is

lost. In each case we measure the track life in scans. We are interested in

the mean track life as an indicator of the adequacy of the search bin size.

Exact mathematical solution of such a problem is difficult, but there exists

a more tractable analogous problem whose solation can guide us. Consider the

following analogy illustrated in figure 3-17. The particle of the figure has

small mass and is attached to the center of the circle of radius R with a

spring providing a linear restoring force. The particle motion is heavily

damped by viscous friction in such a manner that, if the particle is released

from an extended position, it returns to the center along a radial path, the

distance diminishing exponentially with time constant, 'r. Now assume that the
particle begins at the center at time t = 0, and is subject to random external

driving forces whose x, y components are independent, gaussian, white noise

processes of zero mean. The particle will execute a continuous random walk

about the center whose mplitude tends to increase until stopped by the

restoring force. Let 0' be the steady-state variance of the amplitude thus

achieved. The parameters T and 02 completely describe the statistics of the

motion of such a particle. At some time, T, the particle crosses the circle

boundary for the first time. The average value T obtained by repeating this

experiment is called the mean first passage time.

Now interpret the center as the predicted position of a track, while the

particle represents the reported position. The circle corresponds to a

correlation bin centered on the predicted position. The motion of the

particle is a representation of the variation of the deviation vector 
as a

function of time. T is analogous to the time constant of the track filter,

while 0 is the steady-state variance of each component D. T is the mean time

for the reports to first depart from the bin, i.e., the mean track life.

3-61



Parl icle

Figure~ 3-17. Analog~y of TCracking Fluctutions hy Particle Motion

3-62



3.2.4.1 (continued)

Of course the analogy is not complete, since we are approximating discrete
Jumps of the track difference vector by continuous motion. Further. the
particle system is dynamically simpler than the usual tracking filters, since
the latter involve not only position dynamics but velocity dynamics as well.
The order of the difference (differential) equations is different. However,
the rtplacement of discrete models by continuous ones has proved effective
when applied to first passage times in the theory of sequential testing.
Also, the tracking filter, as we have seen, is well damped for reasonable
designs and exhibits an approximately exponential mode of decay. Thus, the
approximations should be adequate for rough design guidance.

The solution of the particle first passage time problem is given by the
formula,

= ( R (35)

where the function f is graphed in figure 3-18. This plot shows a com-
manding feature. f varies rapidly over a range of 10 to 200 as R/ varies
from 3 to 4. The filter time constant ' can bededuced by observing the
settling time of turn transients (see Appendix C). T varies typically from 1
to 4 scans. Therefore, T is controlled principally by the selection of R/O,
which is rather critical. In order to insure a mean track life of 100 scans.
we assign the design relation RIF = 3.75, or, for adequate track life set:

R2 = 1402. (36)

As an illustration of one use of this relation, let us estimate the data
quality which will permit good tracking. (The following analysis neglects
some of the dynamic adjustment or adaptive features of the tracker but pro-
vides a simple,roughand useful result.) Suppose that the system has been
following an aircraft in the steady-state, where, as usual, random maneuvers
and data errors produce tracking error. The blip-scan is 1. The search
radius R has been selected to produce good track life in these circumstances.
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3.2.4.1 (continued)

Now assume that the blip-scan reduces to a value b < 1. and the track runs
into clutter with area density, A. Assume that the radius R remains fixed.
The data error variance, c2, is assumed small. How will clutter affect the
tracking?

A major (perhaps the controlling) effect of clutter occurs when true track
is lost and clutter is associated with the track instead. Because of an
assumed nearest fit correlation logic, clutter rarely interferes when a true
report is present. The rate at which clutter is associated for S & P is,
therefore, (1 -b) AiiR2 (for small A). The mean square deviation vector in
such circumstances turns out to be p12. so that the mean square value of the

clutter perturbations is f(l -b)ARM. In order that these perturbations not be
serious in reducing track life, t~ey must at least be smaller than the mean
square data noise perturbation 2c (two dimensions together). Thus we have
a condition: (1 -b)AR4<.c .

Using (36) and the approximate condition for steady state tracking. 0y = 2c-.
we find the condition

A( -b)c2 < .006 approximately. (37)

Fog example, if we take c = .1 nm., A = .06 per degree mile, (A .18 per
nm at 20 nm range) we find that 0 = .8 is adequate but 0 = .5 is not.

3.2.4.2 Bin Size Control

Now we consider the problem of controlling the size of correlation bins. We
treat one component direction at a time, but recognize implicitly through
(36) the existence of a second dimension. (A mean track life problem in two
dimensions is not equal to a combination of two problems in one dimension.)
The results apply to control of primary search bins, as in RBTL. Secondary
bin sizes are made a constant multiple of the corresponding primary dimensions,
just as in past designs.

Following the method used before for smoothing parameter selections, in this
section we compare exact computation of bin sizes via the covariance recursion
(18), relation (34).and criterion (36),with the more heuristic but computation
saving procedure of firmness control. Again it appears that the firmness
procedure can be adjusted to approximately match exact solutions.

We start by assuming that the track is in a start up mode (see Section 3.2.3.3).
The recursions (18) produce a sequence of rxx(n) prediction error variances
for each successive scan, n, after the initial. data report, The values be-
come finite at n-2 and diminish gradually to a steady-state level which depends
on the maneuverability parameter, X.
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3.2.4.2 (continued)

Corresponding behavior is seen for the deviation variance 04, according to the
simple relation (34). Figure 3-19 shows a family of plots of this variance
in normalized form (02(n)/c2 vs. scans after first data, n). We see that for
various reasonable maneuverability assumptions (say X = .01 to X .1), 02
has a steady-state level of about 2c2 . Further, the general character of the
curves is such that, as n increases, all curves descend in abont the same
manner until a steady-state level corresponding to X is approached, where
each curve breaks away from the family and remains at its own level.

In order to provide good track life, we would like to maintain relation (36).
Therefore, figure 3-19 is also a plot of R2/14c 2 , and appropriate search bin
sizes may be read from it. Therefore, the general behavior of R2, as
determined from these curves, is in conformance with the pattern of firmness
control which we have previously suggested for t, 0 selection. Here we
suggest that the ratio R/c be controlled by firmness. As data are received,
firmness increases, and R/c decreases, until the (adaptively variablel)
maximum firmness limi. is achieved.

This concept is checked for a particular instance (beacon only. c = .1 nim)
in table 3-4. Comparing the values in this table with current RBTL range
bin values at corresponding stages of track life, we find that the Rff L values
are somewhat excessive at initial stages. -The sets of values cross at about
n = 6, 7,and thereafter, as RBTL firmness continues to increase, the RBTL
values become excessively small. The consequence of this has been verified
in our computer experimePs, where the RBTL tracker tends uniformly to lose
tracks from the primary area in a maneuver due to bin constriction. (Of
course, the secondary search mode of operation saves many of these potentially
lost tracks.)

TABLE 3-4. SEARCH BIN SIZE VERSUS TRACK HISTORY

Scans After R

First Data (Suggested Search Interval)

2 5500 ft.

3 4100

4 3600

5 3300

6 3150

7 3000

8 2900

9 2800

10 2750
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3.2.4.2 (continued)

Note the important fact that we propose to control the ratio R/c with firmness.
not R directly. By using the c values appropriate for the data type being
used, the area of operation, or the direction component, we can produce a
search bin size which is matched to the various data conditions. We shall
call the table of R/c vs. firmness our "standard" table.

As before, for the a, analysis, we can exercize the covariance recursions
(19) for a track beginning in the steady-state, missing consecutive data (4
misses), and recovering. Again.the normalized deviation variance, 02 (n)/c 2, is
plotted for the successive scans, one curve in figure 3-20 being obtained
for each-value of X. If the rate at which these curves rise with missing
data is gauged and compared with the start up curve (X = .0001) in figure
3-19, we see that firmness changes-of about -4, -3. -2, -1 produce an appro-
priate increase in search size through firmness control as successive reports
are missed. This corresponds to a similar result obtained for of, control.
and reinforces the conclusion that a common firmness measure can control both
a, 0 and search bin size selection.

The above analysis is applicable to data from either a radar only or beacon
(with or without radar). In each case, R/c is controlled and R is computed
for the appropriate data standard deviation, c, based on the track type and
local conditions.

The above parallelisin or the firmness control procedure for a, 0 and R/c
selection is not fortuitous. It is rigidly established by relations (18),
(34), and (36). In fact, with them, optimal a can be expressed in terms of
optimal R/c:

2 2c c_(8
a 1- - = 1- i4 2 (38)2 R2

Therefore, a method for a selection (and through the standard curve) is
equally a method for R/c selection. Firmness control of either parameter can
be based on the identical set of levels and variations. For example, in
deviation control of smoothingwe discuss appropriate firmness level jumps
for a, 0 selection. Relation (38) shows how to apply the same selection
process to the operation of deviation controlled search bins; e.g.. if Y is
increased as a result of a large dei'iatioa, R/c is increased in subsequent
scans according to (33).
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3.2.4.2 (continued)

The above process of bin size control results in a selection of a radar bin
for a radar track and a beacon bin for a beacon track. The correlation routine
(section 3.1), however, constructs an additional radar bin,in the latter case,
for the correlation sequence. Since, in the augmented configuration, the
radar and beacon data error variances are similar functions of range. and
since the radar yields.backup data rather than intimately determining track
life, the dimensions of the radar bin May be. deterinined more freely. I'n
particular, they may be made a, simple fraction of the beacon dimensions, may
be deliberately undersized to exclude more clutter, and may have this fraction
varied according to local clutter (clutter map) conditions.

One final point needs to be mentioned. The recursions (19) yield infinite
variances and, thus, infinite search bins for the first report after the
initial report. This result is solely due to the fact that no speed constraint
was placed in the dynamic ass'umption'or initial conditions of% the model.
Therefore, the first search bin requires a special consideration based on
the maximum speed of the aircraft population to be tracked. VerF simply, we
should set

R= V 6t + 2.5c (39)ma x

in order to be sure to find that second report.

3.2.4.3 Bin Shape Control

We discuss bin shape control in terms of the most general example: track-
oriented S & P with unequal p, 0 radar or beacon errors. Track-oriented
operations are carried o-it with two independent firmness measures correspoiding
to along-and across-track directions. Each measure controls its own direction's
ca, 0 selections and R/c selections. ,In addition to longitudinal anO trans-
verse differences in the maneuver parameter, X, the maximum firmness values
allowed in each direction can be made to depend on the locallf determined
components of 'the data error. Thiese oriented components are provided by
projecting the p, 0 ecror ellipse via eqimtions (26) onto the 'track oriented
axes.

The result of these operations is to define two values of bi4 size: + R
longitudinal bin, and + R T, transverse bin. In effect, we now have inother
ellipse oriented orthogonally to the track direction. If, as before, we
ignore the skew aspect of this shape with respect to the local p, e axes, we
can project it onto these axes. The projection relations are analogous to
(26) and use the same sin2(tp-O) value.

R2  2 2i2( 0) (40)
= RLcos(t-e) +Rsin

R2 = R2 sin2 (C-G) + 2 2

e L +i RCos (cp-).
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3.2.4.3 (continued)

Then Rp and Re would be used in the usual p, e correlation checks.

This method preserves as much of the information of the various error shapes
as appears justified. At present, it appears worthwhile to preserve the
feature of the simple p, e correlation checks. At some later point it may
be worthwhile to explore performance tradeoffs of (40) vs. retention of the
oriented RL, RT ellipse or box.

3.3 TRACK INITIATION AND TERMINATION

3.3.1 Introduction

Target initiation and termination (I & T) are those decision processes by
which tracks are identified, started, or dropped in the conputer. Here we
shall consider only the use of automatic logic applied to this task. This is
an area where human operators tend, with experience, to become quite adept by
emnloying an innate power of feature recognition in a visual display. But as
ai,.ays, whe: the load of such work increases there is need for mechanization.
Then there arises a need to nerive appropriate algorithms and to gauge the
performanc e levels to be expected from them.

The problem of I C T has been considered in the context of an overall track-
ing surveillance problem from the point of view of maximum likelihood
estimation and decision techniques.* These results which originally were
based on a model in which the scan intervals. Lt. were of random duration,
have been revised to fit the current constant scan rate. The main structural
conclusions have not been altered by this. They provide a framework for the
follo'wing discussions.

A -.jor conclusion is that optimal design of track correlation, smoothing and I
prediction, and iniitidtion and termination should and can be an integrated
whole. There is no conflict among the various tasks. For example. optimal
tracking S C1 P uses the data provided by optimal correlation. and vice-versa
(through feedbark of the track predictions). Optimal I G T is based on the
same basic scoring pro';edure that is used in optimal correlation, while
optimal correlation provides the proper data for optimal I & T.

A

*lobert W. Sitt]er, "An Optimal Data Association Problem in Surveillance
Theory", IEEE Transactions on Military Electronics, Vol. MIL-8 n 2,
pp. 125-139, April 1961.
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3.3.1 (continued)

Therefore, we can at once say that the correlation technique proposed in
Section 3.1 and the S & P techniques proposed in Section 3.2 are immediately
applicable to tracks of all categories, established, tentative, or dropping.

One special feature deserves comment: initiation processing is commenced as
usual from the unused report file. However, as with the usual subsequent
correlation of Section 3.1, a combiaied report file is not :used. Instead, the
beacon file is searched first. When an unused beacon return is found, that
position is used to search for a supporting unused radar return. If found,
the scoring is adjusted accordingly, and the combined report is dclivered for
(trivial) track S Il 1. The required search bin is just big enough to
contain the sum of the beacon and radar data errors. Hence it is this
point in processing, when combination occur which is the same as that of the
present RBTL design. Subsequent combinations, of course, are made with
larger bins and routinely delivered by correlation to S & P.

Beacon or beacon and radir reports are removed as they are picked up in this
first pass. Then a pass of the radar file is made for radar only initiation.
During these passes it will be desirable to produce a mask of initial reports
on-an area basis, so that only a limited density of first report pickups can
occur. Also, the clutter report map can be utilized to suppress first pickup
in high clutter areas. In view of the subsequent discussion, this appears
necessary to limit false initiations on radar only data in bad data situations.

I & T procedure can be further discussed on several levels. On one level. thu
maximum liklihood theoretical approach is useful in order to motivate the
structure of algorithms. On the other hand, I & T performance estimates can
be made (short of a full simulation approach) only by specializing the con-
ceptual model to eliminate scoring nuances. On this second level, a success-
fully correlated report is given a fixed score; lack of a report is given
another. Some performance estimates and tradeoffs, as well as optimal scores
and thresholds, follow from this level of analysis.

However, the performance calculations at this level are based on approximate
formulas used in the theory of sequential testing. These tend to be quite
inaccurate in the current setting. Therefore, in order to reach a tractable
and generally useful conclusion, we are on the third level of analysis,
reduced to a detailed consideration of a specific restricted I & T decision
logic which is not-optimal but which yields to analysis. This is the set of
rules where n consecutive reports are required for initiation and m consecutive
misses are required for a termination. These can be implemented immediately
within the current RBTL framework. Use of the sequential type of tests with
the variable scores will require more extensive analysis/simulation work.
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3.3.2 Maximum Likelihood Decision Scoring

In this section, we further pursue the maximum likelihood approach and define
the data score on which it is based. We use the results of the analysis of
a simplified problem in which tracking is not track-oriented, data is of
one type (say radar only),and the data errors are isotropic. Conclusions
based on this score can then be extended, in principle, to the more complex
scoring of more elaborate models. This score is identifiable with the cumula-
tive sum of individual scores used in track correlation processing throughout
the life of the track. 1
Theory shows that each track has an attached total score consisting of the
following score components:

Ab
L nA ' the value of the initial (41)

Lo A(N l-a(1-b)) report.

L P1 ~-+ ) I1 2 2L. , a _
-  _ -b) I 2 ) 2) the value for each scan

21M2AN 2r x y where a report is pre-
sent.

L* [a (1-1) +(l-a)] the value of the misses
since the last report, if
the current report is
missed.

Here the various quantities signify:

A = area density of the tracks entering the system.
0

A area density of clutter.

N

b track blip-scan.

a track life factor (fraction of original population survivingA IIafter one. scan).

m number of successive misses between the last report and the
present report.

m' number of successive misses since the last report if the present
scan has no report.

D ,Uy components of the deviation vector, the difference between predicted
and reported position.

c . standard deviation of either deviation component.
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3.3.2 (continued)

Thus the total track score has the form

k 0 if report is present this scan.
L - L + 1 L. (42)

0 I L* if rio report is present this scan.

Against this track score we have the competing total theoretical score value
of L=O when all reports in the track history are interpreted as clutter.

Consideration of the form of the second term of (41) motivates the choice of
scoring function for our proposed method of correlation. The same features
can be retained for I & T. In fact. we can utilize the same scores as com-
puted and supplied by the correlation algorithm. In particular, these
scores incorporate such effects as hit count in their composition which, thus.
can be retained for 1 C, T.

Note the important fact that this scoring system operates independently from
the firmness system used to control a, $ and bin selection. Thus, for the
I & T decisions we are introducing a new methematical object which can reflect
more of the nuances present in the data for the purposes of identification.

3.3.2.1 Initiation

As shown by previous analysis*. the use of the total score (42) for I & T
revolves around the setting of certain thresholds or critical decision
levels. The value of the score for the initial return is given by L . When
the accumulated score passes the level LJO, initiation is accomplished (a
track is not more probable than a spurious clutter trail). Typically for
a radar systen twe find that L0 < 0. so that initiation on one report alone is
not possible, and supporting reports are required. However, for beacon.
especially discrete beacon with handoff information, the ratio of Ao/AN
(probability of finding the aircraft report vs. the probability of finding a
spurious beacon report) would be quite high. Hence, under some circumstances,
Lo < 0 and the first report initiates a track. In any case, by substituting
assumed values into the expression for Lo , the decision level differeoce
(0-Lo ) is found, which is the score th1at the sum Li must exceed for initiation.

* ib'o, up. 125-139
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3.3.2.1 (continued)

In addition to the decision that a track is present, we also identify its
category: radar only, or beacon (or combined) for tracking purposes, as
well as discrete vs. nondiscrete, Mode C vs. non Mode C for correlation. For
this we propose a rimple hierarchical decision logic. A track is first
assumed to be a radar only track until informed otherwise either by the
receipt of external information or of beacon data. Beacon data will be
correlated with this track if available, which irrevocably changes its status
to beacon. The decisions within the beacon categories are controlled as in
RBTL.

Reports used for initiation purposes are obtained as in RBTL. from a file of
unused reports, after correlation of established tracks for that sector of
oper6ioi has been tompleted.

As we have noted above, the a, $ and bin selection processes are essentially
the same as explained in the previous sections of 3.2. One exception occurs
for the second track return, where we use a special bin size selection (39)
based on maximum velocity and a = 1, 1.

Proper bin size selection is based on a model of aircraft motion. Thus, on
every scan, the bin delimits the region of search in accordance with the
assumed dynamic acceleration model. However, the track S & P is neutral when
it comes to restricting the velocity estimates. It will equally track an
object of zero motion or of very rapid motion if they have acceptable
accelerations. Thus, an added dimension of discrimination is provided by
speed checks.

Three situations are shown in figure'3-21. In each case, the estimated
speed is plotted (in continuous form for pictorial purposes - actually the
values are sampled) as a function of the time since receipt and S & P of the
second report. The true aircraft track has a speed estimate, crude at first,
but eventually settling into a smaller steady-state fluctuation with average
value about equal to the true speed. Physical minimum and maximum true speed
limits are indicated. The Poisson clutter track speed estimalte begins with
a finite value.. From there it fluctuates with the amplitude of variation
growing without limit. Eventually, both the minimum and maximum speed limits
are reached and recrossed repeatedly. On the other hand, the fixed clutter
track speed estimate shows a steady fluctuation near or below minimum speed.

In order to provide speed or velocity filtering of equal applicability to all
these cases, we would then define a table of upper and lower speed limits as
a function of scans since the first return. These limits would be such that
1) the upper limit is equal to the maximum design speed plus 3 to 4 times
the standard deviation of aircraft speed fluctuations (see table 3-5), and 2)
the lower limit is equal to the minimum speed minus the same 3 to 4 standard
deviations (or zero, whichever is larger). Finally, in order to handle the
general case of nonunity blip-scan, this scan dependence would be altered to
a similar dependence on firmness.
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TABLE 3-5. STANDARD DEVIATIONS OF
SPEED FLUCTUATIONS (for X = 0,01)

Scans since 1st report (Std. Dev./c) in nm/sran

2 2.00

3 1.03

4 0.67

5 0.50

6 0.41

7 0.36

8 0.34

9 0.33

steady-state 0.32

(Note c = std. dev. of either component of meas,,rement error,
assumed equal.)
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3.3.2.1 (continued)

Thus, to reiterate, a suggested initiaticn procedure sets an initial score
Lo by (41) and accumulates the running score incrcmeihts L.j, computed with the
help of.the already available data correlation scores. Speed checks are
applied at every scan via the speed criterion table listed vs. firmness. If
the score passes up through zero, the track status changes to established
(normal). If it passes down through the original Lo, the track is dropped.
(The maximum likelihood analysis shows this in Appendix C.) The (k, P and
bin size selection are the same as described for track S F P.

3.3.2.2 Termination

In order to logically investigate the track termination decision, we can use
the model s,.oring system (41). The analysis is simplified if we use the
assumptiJn that the life of the objects being tracked is very long (compared
with any reasonable seque~ice of data misses, say). This assumption is the
same as setting a = I in (11).

When this is done we find that (41) specializes to:

ALo  0 In A (43)

AN

L i-1n b 1 D~2

Li = n- b ( 2 + D 2 ) + m ln(t-b)
2 i2 AN 2a- x y

L* = m'ln(l-b).

Analysis of these scores shows that track termination may occur ip one of

two ways. Either the cumulative score (42) using (43) can dessend back down
to the zero level, the original initiation threshold (then the track is
dissolved because it is mo'e likely, in its entirety, pure noise), or the
increment provided by the first term of Li, the only positive coniribution,
is less than the starting score, Lo. This latter case is the nore likely,
since the entire weight of past data does not ha,e to he discarded. Itsignifies that although the track is not dissolved, any report that

arises is more valaable as an initial pickup for a new track than a contin-
uation of the old one.
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3.3.2.2 (continued)

The condition for termination is

A
In -- < In A (44)

. or 2nsAo>b

2
or ffR A > 7b (using (36))

0

In other words, termination occurs when the average number of new tracking
objects to be found in the expanding search bin is 7b. This optimal
probability criterion is. from a practical standpoint, somewhat extreme. But
it points up the main anticipated conclusion that termination occurs when the
expanding bins encounter an appreciable probability of finding reports from a
brand new object. Actually A0 is a somewhat subjective parameter4 for
discrete beacon, it would be quite small, for non-discrete beacon, somewhat
larger, and for radar only. larger still. So we can do little better than
assigning a maximum allowable search radius on the basis of general knowledge
of the aircraft activity.

Before the theoretical limit of (44) is reached, one probably finds more
practical constraints, such as search time in correlation, poor tracking
accuracy even when correlated, etc. We conclude that there are few theoret-
ical or practical guidelines for the termination of tracks on this level of
analysis. The method of dropping after m missing reports is further analyzed
in Section 3.3.4, and mir e practical results are achieved.

3.3.3 Performance Estimates and System Balance

In order to assess the perfornance of the ;bove initiation procedures,
simulation work is required. In order to predict the outcome, however, we
have available a method which will serve to provide some guidance in design.
This second level of analysis is based on a (nontrivial) application and
extension of Wald's sequential testing theory.

I
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3.3.4 Analysis of Simplified Initiation and Termination Procedures

In order to make further progress in'initiation and termination (I & T)
analysis in this section, we postulate a simple decision logic. Although we
know from our previous considerations that the logic is somewhat short of
being optimal, it has t'- virtue of leading to a finite number of decision
states which are linked _n a structure that is quantitatively and exactly
analyzable. The results of this analysis provide some new insights into the
design problem and suggest specific I & T system parameter values for a
variety of data conditions.

Thus, we consider here I & T logics in which n consecutive reports are
required for initiation, while m consecutive missed reports are required to
drop a track. Figure 3-23 shows the relevant state diagrams for this logic.
System states are represented by nodes in the figure, while transitions among
them are shown as directional branchei with attached transition probabilities.

A true aircraft enters the system in the state labeled Start. If a report
is obtained on the first scan (blip scan = b). the status changes to First
Report and initiation begins. Consecutive reports then cause the sequence of
initiating states to be traversed, until after n reports the Initiate
(Maintain) state is reached. If at any point a miss occurs, the initiating
track is dropped to the state Fail Initiation, from where it continues to
attempt to reenter the initiation sequence with another First Report.

Once the Initiate (Maintain) state is reached, additional reports maintain the
track in this state. However, when misses occur, the track enters the drop-
ping sequence. m consecutive misses are required for a drop; any intervening
report returns the track to the Initiate (Maintain) state. Although actually
a dropped track here would again attempt initiation, we will not be required
to explicitly consider this in the analysis.

The operation of the logic on clutter is essentially the same (probability
of one or more clutter returns in the search bin = p). However, the emphasis
is different. Here any uncorrelated report becomes a First Report. Succe-
eding supporting clutter reports or misses then cause the state to change as
before, except that drops 3t any stage are equivalent for the purpose of our
analysis.

The state diagrams and transition probabilities of this model logic are based
on the assumption of Poisson clutter and serially uncorrelated report
sequences for a true aircraft. Thus, runs of consecutive misses are consid-
ered no more likely than those obtained from independent scan-to-scan trials
with probability b. (A similar analysis can be made for serially correlated
data models.)
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3.3,3 (continued)

The general result is:

M in 1i + b-pK]

b In k + (1-b)ln1-_b (45)p 1-p

where

2
K=~ (In) b

b 1 -b

Here

M = mean delay

F = false Initiation fraction

b = blip-suan (true target)

p = probability of clutter in the search bin

1 b = score increment for each report

1-bin- = score increment for no report
-p

In K = upper threshold

In K' = lower threshoid (See (46).).

One furthur aspect of performance needs to be mentioned. If there are N
clutter reports per scan, then there are approximately N initial reports each
scan (most are new, uncorrelated reports). On the succeeding sea" we would
like to remove as many of these as possible from consideratio, lest the track
memory required build from N to 2N slots. This prevents a rapid overload of
machine capacity when N is rather large. (Say N = 200. or 0.06 reports per
degree mile times 3300 degree miles.) Thus, we must impose a two report
restriction. Only initial tracks whose initial report obtains iuuediate
confirmation will be retained. This restriction has already been included in
the derivation of (45) and figure 3-22.

For the case of 200 clutter reports per scan, we find from the figure that a
total false initiation rate of one false track per scan requires a decision
delay of about 12 scans. An increased delay to 16 scans produces a rate of
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3.3.3 (continued)

0.1 false track per scan. Thus, the data conditions assumed here require rather
extensive decision delays. Of course, automatic acquisition of beacon targets
would be quicker (discrete beacon-very quick) because the probability, p. of
spurious reports would be much lower. In the radar only case, where decision
is so prolonged, even the two hit restriction is not completely effective in
keeping track store requirements down. The mean number tracks in the process of
initiation at any one. time N' is given by

N*~ 1+FInPR K' + (p - F) 1 rig K (6
N* bN + bb (46)

b Ibpln- ± (]-p)ln

where

K' b (- 1) KF F

For cases where F is very small, application of (46) to our example problem
(b = 0.5, p = 0.1, N = 200) yields N* = 370.

Thus, the desirability of establishing tracks by autoinitiation depends
criticallv on data conditions (and the Jiudicious use of a clutter map) determined
from false ates NF and track load N*. There is a complete range of
feasibility from good to bad. For the radar only case in bad clutter with
no map discrimination, autoinitiation is not attractive. For beacon or com-
bined beacon and radar, use of a low value of p in (45), (46) indicates
feasibility. (These relationshipt are quantified further in section 3.3.4.)

Unfortunately, derivation of (45) and (46) is based on an approximation which
requires that the number of score increments needed to reach either threshold
be moderately large. Thus, it is a continuous approximation to a discrete
problem. The formulas for M and especially N tend to be inaccurate for the
cases of interest here where only a few hits or missed reports are needed for
an initiation and termination decision.

Fortunately, in such cases,'the simpler decision logic of the next section
is not so far off optimum. (cf. 2/2 and 313 points in figure 3-22). The
optimuim character of sequential tests is strongest just when the number of
steps to decision is large. When Ihe number of such steps is small, we can
obtain useful results by restricting analysis to a set of simpler logics.
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3.3.4 Analysis of Simplitied Initiation and Termination Procedures

In order to make further progress in initiation and termination (I & T)
analysis in this section, we postulate a simple decision logic. Although we
know from our previous considerations that the logic is somewhat short of
being optimal, it has t- virtue of leading to a finite number of decision
states which are linked .i a structure that is quantitatively and exactly
analyzable. The results of this analysis provide some new insights into the
design problem and suggest specific I & T system parameter values for a
variety of data conditions.

Thus, we consider here I & T logics in which n consecutive reports are
required for initiation, while m consecutive missed reports are required to
drop a track. Figure 3-23 shows the relevant state diagrams for this logic.
System states are represented by nodes in the figure, while transitions among
them are shown as directional branches with attached transition probabilities.

A true aircraft enters the system in the state labeled Start. If a report
is obtained on the first scan (blip scan = b). the status changes to First
Report and initiation begins. Consecutive reports then cause the sequence of
initiating states to be traversed, until after n reports the Initiate
(Maintain) state is reached. If at any point a miss occurs, the initiating
track is dropped to the state Fail Initiation, from where it continues to
attempt to reenter the initiation sequence with another First Report.

Once the Initiate (Maintain) state is reached, additional reports maintain the
track in this state. However, when misses occur, the track enters the drop-
ping sequence. m consecutive misses are required for a drop; any intervening
report returns the track to the Initiate (Maintain) state. Although actually
a dropped track here would again attempt initiation, we will not be required
to explicitly consider this in the analysis.

The operation of the logic on clutter is essentially the same (probability
of one or more clutter returns in the search bin = p). However, the emphasis
is different. Here any uncorrelated report becomes a First Report. Succe-
eding supporting clutter reports or misses then cause the state to change as
before, except that drops it any stage are equivalent for the purpose of our
analysis.

The state diagrams and transition probabilities of this model logic are based
on the assumption of Poisson clutter and serially uncorrelated report
sequences for a true aircraft. Thus, runs of consecative misses are consid-
ered no more likely than those obtainid from indepedent scan-to-scan trials
with probability b. (A similar analysis can be made for serially correlated
data models.)
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3.3.4 (continued)

Three aspects of performance of this I G T logic will be considered. It can
)easily be proven that the mean delay to initiate on a true aircraft is
given exactly by the formula

1 1 (47)

b

A similar analysis shows that the mean time that a true aircraft track lasts
before being inadvertently dropped because of bad data (starting from
Initiate (Maintain)) is

T (48)
b (1-b) m

In order that I & T performance be adequate, we must insist on the constraints

M e M T k T (49)c c

For numerical study, we have chosen Mc = 6 scans as the central case and
explored also Mc = 4 and Mc = 9. We have also selected Tc = 200 scans in most
cases, so thait rXh res,,lting track life T is about the same as the track life
F in section 3.2.4.1. (Otherwise the track would be inadvertently dropped
on the overage by I C T decisions before the aircraft even escapes from the
search bin.)

The current logic is favorable from the point of view of minimizing the
number of clutter tracks carried in the initiating states. The number of
such initiating tracks is approximately eq;,al to the total number of clutter
reports obtained in each scan. [fence, we concentrate on the final false
alarm problem and evalijate the total average number of false tracks which
are at any one time i0 the Initiate (Maintain) or Dropping states. This
number is given exactly by

L =(Ai) LF(50)
A

where

F=p n-2 I

and

A.i/As ratio of the total area where autoinitiation is
carried out to search bin area.
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3.3,4 (continued)

Here we assume that the search bin area is constant and that the ratio
AI/AS is on the order of 1000.

In order t'at I & T performance be adequate in clutter, we impose b
constraint,

(51)

In the numerical study we have chosen LFC = 0.01, which corresponds to an
average of 10 false tracks in the system as established tracks at any one
time. Excursions on this value are made to LFC = 0.05 and LFC = 0.002.

Machine computation now may be used to exercise (47), (48) and (50) under the
performance constraints (49), (51). In this computation, we seek data conditions
b, p and corresponding I & T parameters (n, m) which meet the constraints. The
numerical tabulations which result are given in appendix C, section C.4 for a
variety of constraint values. (In the appendix KI w n and Kr m.)

The meaning of the results is exhibited in figure 3-24. This figure is drawn
for the central case (table C-25 with Mc = 6. Te = 200. LFC = 0.01) which is
appropriate for large area autoinitiation. In the figure, each point of the
plane represents a given data quality. Sufficiently good data permits design
constraints to be met by a sitable selection of (n. m). The region of
adequate data quality occurs om the upper left of the figure and is separated
from the inadmissible region by a step-like boundary.

Each corner of the boundary is labeled with an acceptable (n, m) parameter
combination; this signifies that, with these I & T parameters. constraints can
be met under data conditions as good as or better than at that point. For
instance, the acceptable data region for n = 3, m = 4 is shown on the diagram.
The total acceptable data region is composed of such overlapping rectangles,
one for each of the (n, m) combinations shown. It is possible that other
(n, m) values meet the constraints. But if their rectangles lie within the
acceptable region, they are dominated by one of the (n, m) selections
already shown and are not calculated or plotted.

Design of an I & T logic now reduces to selection of one of the corner (n. m)
of this diagram. This selection depends on the data conditions that must be
covered. No one selection does uniformly well for all conditions. For
example, n = 3, m = 4 will be appropriate if b ! 0.72 and p % 0.12. For
higher clutter operations we might switch to (4, 3) which would, however,
require higher blip-scan. To operate at lower blip-scans, we might select
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3.3.4 (Continued)

(2, 5) if clutter were less. These parameter switches might be controlledthrough the agency of the system clutter map.

In the RBTL system, maximum clutter conditions correspond to about the range
p = 0.1 to 0.2. We see that autoinitiation on an area basis would be possible
for such conditions if blip-scan were suitable high (b : 0.85). Use of the
clutter map to switch parameters is seen to be very useful in such circum-
stances, for then in regions of low clutter the I & T logic can be used for
considerably lower b. We note that successful operation at b < 0.5 is im-
possible unless clutter is near zero, and operation at p<0.3 is impossible
unless blip scan is essentially unity. These are the practical data condition
limits for operation under the assumed constraints.

The table C-25 through C-35 show I & T analysis results for a variety of
constraint conditions. In each case, a figure such as 3-24 can be con-
structed and interpreted. We note that although we have been discussing the
problem in terms of radar clutter, the quantity p can also be interpreted for
beacon (combined) report applications as the probability of finding one or
more spurious beacon (combined) reports in the search bin. Thus. these
results are of wide applicability if appropriate interpretations are made.

Figure 3-25 and table C-34 report results for a somewhat different application.
Here Me = 6 but Te = 50 and LFC = 0.05. These constraints are more
appropriate for "intruder" tracker where autoiniilation is done only in local
areas immediately adjacent to established tracks. Here the requirements on
track life are not so severe and the LF factor can be higher because the
area Ai over which initiation is performed is correspondingly reduced. Thus
L in (50). the false track load, would remain about the same as before.

The figure shows that the area of acceptable data conditions is now enlarged
over the previous example. For instance, the region for (3. 3) has the same
b limit as (3. 4) before, but operation in a higher clutter environment
is now possible.

One difficulty with intruder tracking should be mentioned. The inevitable
initiation decision delay implies that the initiating process must be
started at a rather long range for the sake of reliability. For example, two
aircraft whose combined approach speed is 300 kt (0.5 nm/scan) would have to
begin intruder initiation on the untracked member of the pair at a range of
about 2 x 10 scans or 10 nm. Thus, if one begins intruder tracking at thisrange for very many controlled (and tracked) aircraft, the whole airspace is
nearly covered by such operation. One might then just as well institute auto-
initiation in an entire control area.
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3.3.4 (continuee)

On the other hand, when controlled aircraft are sparse, intruder Initiation
becomes especially attractive owing to the reduced sensitivity to poor data
conditions.

With the correlation algorithm proposed in the report (a version of n~arest
fit smoothing), considerable discrimination power is gained for the a.signment
of target reports when two tracked aircraft cross. In order that intruder
initiation or initiation on all aircraft provide improved no swap performance,
such an algorithm is required. Thus, the current effort to improve RBTL
correlation should provide the basis for instituting autoinitiation under
adequate data quality conditions.

Implementation of autoinitiation appears feasible with the proviso that. in
order to handle the first report load (on the order of 100-200), a special
compact file and routine be constructed to process initiating tracks through
the receipt of a second supporting report. Thereafter, normal tracking
procedures can be followed without undue loads. Control of I & T thresholds
(m, n) through the clutter map appears desirable and perhaps mandatory in
the case of large area autoinitiation,

3.4 TARGET DETECTION ENHANCEMENT

3.4.1 Introduction

The purpose of this task was to review the radar and beacon target detection
function in the Basiz RB'L system as it relates to the tracking and radar/
beacon integration functions. The first section of the technical discussion
addresses the problem of whether it is desirable and possible to make use of
aircraft track file history data to enhance radar and beacon target detection.
The second section addresses the problem of whether the presence of a beacon
report can and should be used to enhance the detection of a radar report from
the same aircraft. The final section provides conclusions and recommendations.

3.4.2 Technical Discussion

.4.2.1 Tracking Feedback

The process whereby track file history data is made available for the enhance-
sent of target detection will be referred to as tracking feedback. The use of
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3.4.2.1 (conti nud)

tracking feedback to eohance detection has intuitive appeal. Anyone who ':j;
attempted to visually follow targets on a radar display will testify that
the probability of visually detv.,ting a target "blip" on a given scan is
higher when that blip appears as a ncw report in a sequ'nce or trail of re-
ports from a target whil'h the obse~rver has becn followiig for several scans.
Faint blips can appeor at random around the surveillance area and not be
visually detected as targets at all, bit if one of these appears where the
observer expects to see a target report (because of visual history accumi ated
over several scans), the saine blip will be detected and become a part of the
observer's "track history file". The problem of this section is to determ;ne
whether this intuitively appealing concept has applic.-ion in an a,,tomated
target detection and tracking system.

3.1.2.1.1 Nued for Enhancement. The first question which must be answered
is whether there is ever a need to enhance radar or beacon target detection
in an automated system. If, for instance, thtre were always a high probability
of detecting ra,.ar and beacon targets, it would be a waste of time and effort
to employ a tr('kinjg feedba::k function to enhance detection further. With
regard to radar target delec;tion within an automa'ed sysU.en:i, reference I
indicates that the probabilit v of detection (Md) for radar targets delected
by the Radar Video Data Processor (RVIPP) varies from near 0,% to near 100' as
target signal strength increases from 2 db to 6 db. These results were

Obtained while the system was operatiny at. a probability of false alar,,, rPfa)
of about 10-0, which is considered a normal operating Pfa. Appendix B of
reference 5 indicates that similar resut.s hold for sim.lated iadar targets.
Data in this document indicate that the Pd varies from near 200 to near 100%
as target signal strength increases from 3 db to o db. The system was again
assumed to be operating at a Pfa of 10-6. Thus, it appears that for weak
radar targets (in general signal strength less than 6 db), there is room ror
improvement on Pd.

The need for beacon target detection enhancement is less obvious since the
cooperative nature of the beacon system ensures that under normal conditions
the power of the beacon target returns is high enough to guarantee detection.
Recent data collected at. the Knoxville ARTS It site indicates, however, that

there exist siluations wherein the number of beacon replies received from a
aircraft is significantly reduced. This results in a decrease in beacon target
detection probability. This situation ,,sually occurs when the beacon trans-
ponder antenna aboard the aircraft is shielded from the beacon interrogator
antenna due to aircraft attitude, Thus there is room for improvement in beacon

detection probability.
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3.4.2.1,2 Method of Enhanceme t. New, given that there is room for improve-
ment of both radar and beacon 'detection, the question arises as to whether or not
there exists a method to bring .about an improvement. In both the radar and
beacon detection logic the m out of n detector is applied to target hits at
the same range over several azimuth swoops to distinguish real targets from
false alarms. In radar detection the m is often called the lead edge
threshold (TL) and the n is called the window size. The m is chosen in the
case of radar detection to hold the probability of false alarm (Pfa) at
some normal operating value (e.g. 10-6). In the case of beacon detection, the
m is chosen to discriminate against fruit (asynchronous replies) and beacon
reflections. A natural approach to the problem of target detetion enhance-
ment is simply to lower the value of m in areas where a target is anticipated.
What must be determined is the extent to which the lowering of m enhances
Pd and whether the side effects of lowering m can be tolerated. In the case
of radar detection, the lowering of m will bring about a corresponding rise
in Pfa. In the case of beacon detection, the lowering of m will increase the
probability that fruit or a reflection is declared as a target.

Several graphs are discussed below which show the effect of lowering the m
threshold in the radar detection process. Figre 3-26 is a graph of Pd versus
Pfa for various target strengths in the RVDP detection system (reference 1).
In this graph the system is operating at a 5% noise level. The n is equal to
13 and m values of 7 and 5 are plotted. Note that when the system is operating
with m = 7, the Pfa is 10-6 and the Pd for 2 db, 4 db, and 6 db targets is 5%,.
14% and 93%, respectively. When m is decreased to 5, Pfa rises to 3 x 10-4

and Pd increases to 25%, 73% and 98%, for 2 db, 4 db, and 6 db targets.
respectively. This is an increase of 20'/, 591A, and 5% for the 2 db, 4 db,
and 6 db targets.

Figure 3-27 is a similar graph of data from the same system operating at a
7% noise level. Note that the increase in Pd is 18%, 33%. and 13%, for
2 db, 4 db. and 6 db targets, respectively, when m is lowered from 7 to 5. At
the same time Pfa rises from 10-5 to 1.4 x 10-3 .

Figure 3-28 shows similar results for the same system nperating on 90/ noise.
In this case m is lowered from 9 to 7 with an increase in Pfa from 2 x l0-7

to 5 x 10-5 . This brings about an increase in Pd for 2 db, 4 db, and 6 db
targets of 14%. 40%, and 15%. respectively.

Figures 3-29 through 3-31 show the results of simulating the detection func-
tions in an automated terminal radar detection system for noise levels of 5%.
7.5%, and 1%. In this system n = 17. Note that when m is lowered by a
value of 2, Pd is increased and there is an accompanying increase in Pfa"

3-93



_ _ 7- _ _ I

m -m

_ _~~ '16 _ _ - . 1 _ _

______ _____

-~ ~ - ~- -

I A IA.-

t i



~ ~+H+ ~I__------------~
77 M:=_-_ -Z

-4 A -I7~1 ---- -7 I

_ - -s-

ki rS - 7-

*i A -Ai-

-. ~ t

. . ....-

-7: 7 _j7_ 7. _

:3-9



1I 4A 
4 .44-4

~tt- - - - - - - - - - - -

TI

Z7-o

3-9-



T'- :1 i fI i 1- 7

m. a.1 

~ _

-
I aw

-I____1 

i

ILI_ ~ _ _________



__________ v'~r'~ - . -i-ri-T-Ta

7~~. i t -I.

I .17i----- ... II I - ---- i,

.lluell 1iI7_
T-.

-r- fix

r-7 z ::7 -Z

7 7



-0. i ' , - -.- - T-°- ' - - i T" . , - T - - - - - - . r - ' " ..

li--'-i - 7 7--- 7-- -'+ - '- --= ,----' 2 4'-- -- -- 7 X- .... 4  . ~ ,,. i-;-t .;

aI . .. . I

* : ',: I ; . "!i!: -: --- : ..: .......- $ ,* - - -- :f - ...-.. -..---- I --.-- - .-... .I,
61--___-__....___-__; ; - ------- - - . _ !.-- -=! - !I- , ..- -. . _ " '"

_ __ , :.. _ . ._____ ,1.. I , - . .

--- ----- - - - - -- ,-SI, I - I 2j , I.: ; , .
:- : : : : : :I .; 1 4 . . •j3¢

.. . . . . . - + , i • (

r

..... .- ... ,
. : ; I . . . . . .. I ...

1. 3

I A- -.l " " ;'

-- -\ - Itl . . , 7-

.I. • t- --, .. ........ . .. . . .. .............. - - . ,

S-- I ."" - .. -"

-r-rt-.. . ... -- -! . ,,I) . .

1 - ' • , . . ..

! - - .'.. , .\ . . , ,.. ,I . . .-

, ,.4 - ; - " --, ,I -. .-. \ , i !
! -'--', i . . .. - : .... .' % = - .- -:' - . .. ..

: '. : .- :-.----- --- -- .... .. ... .. . - -- A----... - -I -= -* -' --. ... ,

I-- -- -:- -: - -r, I: ":: "!!: : : -I P
2 - -: : " " t -: -: 4 : . : : ~ i - - I: I : ! ! !

; : . \ . ': i ;" i . i t I: ' -



3.4.2.1.2 (continued)

Figure 3-32 is a graph of the mean increase in Pd for various target strengths.
It is a consolidation of the data contained in figures 3-26 through 3-31.
Data from the RVD? analysis (reference 1) is shown as a solid line, whereas data
from the simulation of the terminal system is shown as a dotted line. Note
that the mean increase in Pd starts at about 20% for a 2 db target, peaks at
about 40% for the 4 db target, and drops off to about 10% for the 6 db target.

From the foregoing graphs it can be seen that an increase in the Pd for radar
detection can be attained for targets with signal strength less than 6 db by
lowering the m value in the m out of n detector, but that there is a corre-
sponding increase in Pfa It can be seen that the curve for Pd improvement
drops off rapidly near 2 db and 6 db with a peak near 4 db.

Unfortunately, a reference citing empirical or simulation data on the effect
of lowering the m value in the beacon target detection logic is not available.
It is apparent from the Knoxville data, however, that beacon reports from real
aircraft are being discriminated against because of their low hit count.
Although it Is impossible to determine the increase in Pd which could be
brought about by lowering the m threshold, there is reason to believe that this
technique wil! bring about some improvement. The degree to which the P is
enhanced and tX.e effect on false alarm declaration can be determined only by
testing the beacu,, detection system in a live environment.

3.4.2.1.3 Minimizing Cost of Enhancement. It has been shown that the Pd in
radar target detection can be increased for weak targets by lowering the m
threshold in the m out of n detector. It has also been seen that this has
the undesirable side effect of raising P. 'The question to be addressed
now is whether this Increase in Pfa shou be tolerated to obtain an increase
in Pd* First of all, it is apparent that there is very little to be gained
by lowering the m threshold to detect targets with signal strength greater
than about 6 db since the probability of detection is already near 100% when
the system is operating at a normal Pfa- For targets of signal strengths
less than 6 db, however, especially targets near 4 db. a significant increase
in Pd can be attained by lowering m. A tradeofi" must be made between increasing
Pd and minimizing Pfa- The graphs discussed earlier show that decreasing m by
two counts causes an increase in Pfa of about two orders of magnitude.
Thus, if a system were operating in the 10-6 Pfa area. a modification of two
counts in m would change the Pfa to near 10-4. Since in the terminal automated
radar detection system there are 2.3 million 1/8 nm range cells throughout
the surveillance area, an average of about 2.3 false alarms per scan can be
expected when the system is operating at a Pfa oi 10-6. Increasing the Pfa
to l'-4 would give an expected number of false alarms per scan of about 230.
Clearly, such a large count of false alarms per scan would be an undesirable
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3,4.2.1.3 (continued)

situation. Fortundelv, however, included in the track file history data Is
a predicted position for the target be'ng tracked, It is tharefore possible
to determine a small region about the predicted position Gi the track wherein
the in threshold can be lowered in expectation of a radar target report.

This eliminates the problem of the high quantity of false alarms which would
be caused by lowering the m threshold throughout the surveillance area. The
expected number of false alarms becomes a function of the size of the region
wherein m is lowered. This region will be called the sersitized region.

The determination of the size of the sensitized region must take two factors
into consi derat.ion. The region must be large enough to insure that the
radar report .s contained within it and small enou;lj to minimizc the prob-
ability of a false target appearing within the region due to the use of the
loser m threshold. A reasonable approach to this problem is to assume that
both the track's predicted position (Xp, Y ) and the new radar report position
(Xr, Yr) are independently distributed wit bivariate normal distributions about
the true target position. It is then possible to define a two sigma region about
the predicted position (Xp, Yp) such that the probability that (Xr, Yrd is in this
region is about 95,. Such a region would virtually insure that the new report is
within'the sensitized region. The number of range cells contained in the sen-
sitized region will vary depending upon the position and standard deviation of
the predicted po~ition. It is desireable to put some maximum on the number of
range cells which a sensitized region may contain. This would guarantee that the
mean number of false alarms in any region is held to some maximum.

The following argument can be used to determii.e the maximum size of the region.
Sinve the predicted position for a track in general has a smaller standard
deviation than the raw reports being correlated to it, the standard devi-
ation of the raw reports will be in general an upper bound for the standard
deviation of the predicted position. The maximum region size will be con-
structed by ass iming that the standard deviation in the predicted position
equals the standard deviation in the raw report position. Thus. for example.
If the standard deviation in the raw reports is 0.1 nm in range and 3
Azimuth Change Pulses (ACP) in azimuth, the two sigma region about the pre-
dicted position would be .57 nm in range and 17 ACP in azimuth. This is about
100 1/8 nm range cells. This value would then be used as an upper limit on
the size of the sensitized region. If the Pfa in a region consisting of 100
range cells is raised to l0-- , the expected number of false alarms is 0.01.

.I
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3.4.2.1.3 (continued)

To see that the limiting of the size of the sensitized regions has the de-
sired effect of keeping the mean number of false alarms at a low level, con-
sider the following example. Assume a worst case situation in which 200
aircraft are being actively tracked and that 50 of these tracks satisfy the
conditions for sensitized region generation; moreover, assume that the 50
sensitized regions are et their maximum size (lO range cells) and are non-over-
lapping. Thu, in 5G00 range cells, P is 1O-, civing an expected nu70ber
of false alarms of 0.5. In the remaining 2.295 million cells the Pfe is
10-6, giving an expected number of false alarms of about 3. Thus, the ex-
pected number of false alarms for the total surveillance area would 3.5. This
is an increase of only 0.5 in the expected number of false alarms over the
case wherein no sensitization takes place at all.

As in the case of radar targets, it mist be determined under what conditions
the m threshold in the beacon detection logic should be lowered. It was
shown above that there is little to be gained by lowering the threshold for
radar targets with signal strengths greater than 6 db since Pd is already near
100%. By the same token it can be argued that there is little to be gained by
lowering the m threshold for beacon detection to detect any beacon target
under normal conditions. This is true because the signal ti noise power of
the beacon returns is generally high enough to iasure detection. Only when
an abnormal situation exists is there something to be gained in detectability
by lowering m. Specifically, in the case of beacon fade it my be useful to
lower m. It is possible to use the geographic location of the beacon' antenna
as a basis for designating certain areas wherein an aircraft turn is likely
to shield its transponder antenna, causing a loss of some or all of the beacon
replies. For example, the fading of beacon replies has beea noted at JFK
airport in certain areas wherein the departure pattern calls for a tight
turn. Areas such as this could be mapped out and the m threshold in the
beacon detection logic could be lowered in a Two sigma region about the pre-
dicted position of the track if this predicted position happens to fall into
a designated fade area. As in the case of radar, the two sigma region would
be generated based on the distribution of both the target report and the
track predicted position. Alternatively, the direction and rate of an
aircraft's turn relative to the beacon antenna could be used as a criteria for
setting up a sensitized region around the predicted track position. Where
the technique of generating two turning trial tracks (bifurcation) is em-

ployed to detect turns, a sensitized region would be centered about each of
the p:edicted turning trial track positions.

I

3-] 03



3.4.2.1.3 (continued)

An alternate method for determining when to lower the m in the m out of n

beacon detector is to test all beacon reports in the two sigma region about
the track's predicted position using the normal m threshold. Only when no
target reports are declared using the normal threshold would a lower enhancing
threshold be applied. This technique would have the advantage of insuring
that the lower threshold is applie' only when the higher threshold would not
have declared the target.

3.4.2.1.4 Enhancement Criteria. It has been determined that only radar I
reports with signal strengths less than 6 db should be considered for enhance-
ment. The use of radar report signal strength as one of the criteria for
enhancement presumes that there is some method of predicting the strength I
of a r jar prior to its entrance into the detection system. A logical way to
approach this problem is to collect radar report history on the strength of
the previous reports from the aircraft being tracked *o get an estimate of
what the signal strength of the new report will be In order to use this
approach.it must be determined first whether the signal strength of the
previous reports can be ascertained, and second, whether this knowledge is of
any use in predicting the signal strength of the new report.

In order to answer the first question, the Basic RBTL software radar detection
algorithm was programmed to operate on Monte Carlo simulated radar targets,
with signal strengths of 3 db, 6 db, 9 db, and 12 db. For each signal
strength, targets were generated over 10A noise until 100 were detected. The
Basic RBTL software detector employs a Sequetial 4/8 predetector with a

sliding window final detector (Reference 6). It also employs an expanding
window techni1jAe to collect hit data for target center azimuth declaration.
The simulation was designed so that the number of hits (hit count) in the

final expanded window (i.e., the total number of target hits) could be
averaged over the 100 detections. Figure 3-33 is a graph of the mean hit
count versus the report signal strengths. The solid line indicates data
for a final detection thrcshold (TL) of 10 out of 19. In the software de-
tection algorithm this corresponds to a Pfa of about 10-6. The dotted line
indicates data for a TL of 8. This corresponds to a Pfa of approximately
10- 4 . Note that the mean hit count for a 3 db target detected with TL = 10 is
within two counts of the mean hit count for a Tk of 8, and that the mean hit
count does not differ for Pfa's of 10-4 and 10- on target strengths of
6 db, 9 db, and 12 db. Note also that there is a correspondence between mean
hit count and signal strength. It does appear to be possible to use hit
count as a measure of signal strength. It must be emphasized, however, that
since the standard deviation of these hit counts, denoted by the brackets, is
about 3 counts, it is not possible to make fine distinctions between targets
of nearly equal signal strengths. For instance, it is not possible to
distinguish between a 3 db and a 4 db target on the basis of hit count. It is
possible, however, to make a general distinction between weak and strong
targets.
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3.4.2.1.4 (continued)

Having determined that is possible to make a distinction between weak and
strong targets on the basis of hit count, we now turn to the second question
cited above: can this information be used to predict when and where a weak
report from a tracked target will enter the detection system? In order to
solve this problem, some information as to the distribution of radar target
report strengths from scan to scan must be ascertained. By using radar tar-
get strength history data, one would actually be taking a statistical sample
from the scan-to-scan distribution of the target reports strengths. In
reference 2, Skolnid gives a description of the Swerling Type 1 Model for the
distribution of radar target cross section on a scan-to-3can basis. Since,
under the assumptions discussed below, radar cross section can be related to
signal strength by a linear function, this model is a reasonable place to
begin the discussion of radar target strength estimation. First some back-
ground on the Swerling Type I Targjet Model will be given.

The Swerling Type I Model applies to radar targets consisting of many inde-
pendent fluctuating scatterers of approximately equal echoing areas. This
description applies to a typical aircraft target. The model assures that
radar pulse echoes received from a target on any one scan are constant in
amplitude throughout the entire scan (no pulse-to-pulse variation) but
independent from scan to scan. Under these conditions and assumptions. the
Swerling Type 1 Model posits a negative exponential distribution for the radar
cross section from scan to scan.

The probability density function for the negative exponential distribution is
given by the following equation:

P(A) = (1/AAV) exp (-A/AAv), A z 0 (52)

where:

A = radar cross section.

AAV = average cross section over all target fluctuations.

(Note that the mean and standard deviation of this distribution is A AV)
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3.4.2.1.4 (continued)

Since the signal strength and not the radar cross section is of interest in
this dicussion, the former must be related to the latter. Chapter 2 of
Reference 4 gives the basic radar equation in the following form:

Pr/P t  (GtGrL2F 2F 2/(4ff) 3)(A/R 4 ) (53)

t r

where

Pr = received signal power.
Pt transmitted signal power.
Gt = transmitting antenna power gain.
Gr receiving antenna power gain.
A = radar target cross section.

L = wave length.
Ft = pattern - propagation factor for transmitting antenna-to-target path.
Fr = pattern - propagation factor for target-to-antenna path.
R = radar to target distance.

Putting equation 53 in the form below

Pr = (PtGtGrL2Ft2Fr2/(4ff)j(A/R4 ) (54)

it can be seen that the quantities in the parentheses are a function of the
radar system and are constant for our purposes. Setting the variables
within the parentheses equal to c, we get the following equation:

Pr = cA/R 4  (55)

It is nov necessary to introduce the target signal-to-noise ratio into the
equation. To do this we note that

(S/N) = Pr/Pn (56)

where

(S/N) - signal-to-noise ratio
Pn = power of noise in receiving system
(Note: Pn = kTsBn, where k-Boltman's constant,

T -system noise temperature, and
Bn = noise bandwidth)
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3.4.2.1.4 (continued)

Thus

Pr = (S/N)Pn = (S/N)kTsBn (57)

Since k, Ts and Bn are constant for our purposes, we let their product equal
d and get

Pr = (S/N)d or (S/N)=Pr/d (58)

Combining equation 55 with 58 we get

(S/N) = (c/d)A/R4  (59)

It would now be convenient to assume that R is also constant over some time
interval. In order to determine whether this assumption can be made, we wiJ1
look at how much R is likely to change over the time interval determined by the
number of radar reports (samples) which are used for an estimate of target
strength. Assuming that an aircraft is flying radially (worst case) at V
knots, that N reports are used for the target strength estimate, and that the
scan time is 4 seconds, the range change (RC) over the sampling period is
given by the following equation:

RC = (V x N)/900nm (60)

Thus, for example, if 10 reports were used for the sample, and if the air-
craft were traveling at a speed of 150 knots, the range change would be 1-2/3vm.
In order for the constant range assumption to be reasonablethe number of
samples must be kept low so that RC is small. This fact will have aft effect
later when the appropriate sample size will be determined.

Under the assumption of constant range, equation 59 becomes

(S/N) = qA (61)

where q = c/dR4 .

3-108



3.4.2.1.4 (continued)

Since (S/N) is equal to a constant times A, and since A has a negative ex-
ponential distribution, (S/N) will also have a negative exponential distribu-
tion. Figure 3-34 is .an illustration of the negative exponential distribution.
Note that 94% of the distribution is contained in the one sigma interval about
the mean and that the mean is equal to the standard deviation.

As was stated earlier, the estimates of signal strength on individual scans
will be based on the target hit count. Since the distribution of (S/N) is
negative exponential, probability statements can be made about the statistics
used to estimate its mean. The relationship between (S/N) and the signal
strength in db's is given by the following equation:

where (S/N)db = 10loglO(S/N) 
(62)

(S/N)db is the signal-to-noise power in db's.

The lower scale on the graph shown in figure 3-33 indicates the value for (S/N)
which correspond to (S/N)db the signal strength measured in db's.

The signal strength prediction for the next scan will be based upon the
following statistic:

N
(I/N) E X. (63)

where the Xi's are the signal strength (S/N) samples over N scans. (If
a radar report is not available on a given scan, XYO).

is distributed with an approximate normal distribution having a segn equal
to the mean target signal strength and a standard deviation of C/ /N, where
a is the standard deviation of the target signal st-ength. It can be seen
that as N increases, X becomes a better estimate of signal strength because
its standard deviation is decreased. Unfortunately, N cannot be increased too
high for our purposes 4ithout invalidating the constant range assumption.

At this time, an appropriate value for N, the sample size. will be determined.
table 3-0 shows the 95% confidence intervals for X under various mean signal
strengths and sample sizes. The size of N must be chosen large enough to
discriminate between weak and strong targets but small enough to keep the
range change small so that the constant range assumption will be valid. Note
that a sample size of 4 would not discriminate between targets below 6 db and
targets above 6 db, since the 95% confidence Intervals overlap extensively.
Using a sample size of 16 tightens the confidence intervals enough to allow
discrimination, but this choice makes RC equal to 16V/900nm. Thus, if the radial
velocity were only 100 knots, the range would be nearly 2nm. The change be-
comes excessive for higher rcdial velocities. The choice of 9 as a compromise
sample size minimizes confidence interval overlap. The associated range change
is given by 9V/900 nm. This Is a 1 nm change for a 100 knot radial target and
a 3 nm chano, £ir a 300 knot radial target.
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TABLE 3-6. NINTY-FIVE PERCENT CONFIDENCE INTERVALS FOR X

Sample Size N

(S/N) db x 4 9 16 25 36

3 2 (0, 4) (.7, 3.3) (1, 3) (1.2. 2.8) (1.3, 2.7)
6 4 (0, 8) (1.3. 6.7) (2, 6) (2.4, 5.6) (2.7, 5.3)
9 8 (0, 16) (2.7, 13.3) (4, 12) (4.8, 11.2) (5.3, 10.7) i

12 16 (0, 32) (5.3, 26.7) (8. 24) (9.6. 22.4) (11.7, 21.3)

1III

Ii

I I
I
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3.4.2.1.4 (continued)

It has been determined that a sensitized region should only be generated to
detect weak targets and that a reasonable method for determining when weak
targets are in the system does exist. It will now be determined which tracks
should be used to generate sensitized regions. Tracks can be classified by
their quality or firmness. Usually a track's firmness is based on the success
with which it correlates to new reports. Tracks which are in the process of
starting up (initial tracks) have low firmness because only a small amount of
history data has been accumulated. Tracks which have been in the system for
a long time and have been successfully correlated (normal tracks) have high
firmness. Initial track data should not be used to generate sensitized regions
for two reasons: 1) An insufficient number of radar reports has been cor-
related to allow an accurate estimate of predicted signal strength; and 2)
the predicted position has a high degree of uncertainty due to lack of history.
Only normal tracks should be considered for sensitized region generation
because these drawbacks are then lessened.

3.1.2.1.5 Tracking Feedback Summary. In summary, the following theoretical
conclusions have been reached with respect to tracking feedback:

1) It is possible to improve radar target detection on weak targets (below
the 6 db range) by reducing the m in the m out of n detector.

2) The increase in Pfa which occurs when m is lowered can be tolerated if
restricted to sensitized areas wherein a weak target is expected.

3) 1here is reason to expect some improvement in beacon detection by
lowering the m in the m out of n beacon det!ctor when beacon fade is

anticipated.

4) It is possible to obtain a reasonable estimate of signal strength on the

basis of target hit count.

5) Only firm tracks should be used to generate sensitized regions.

3.4.2.2 Beacon-In-Process Enhancement

The purpose of this section is to determine whether the presence of a beacon
report can and should be used to enhance the detection of its corresponding
radar report. The use of beacon presence to enhance radar detection will be

referred to as beacon-in-process enhancement. It was shown in the discussion
of tracking feedback that there is considerable room for improvement in the
detectability of weak radar reports. It was also shown that a method for

3-112



3.4.2.2 (continued)

improving probability of detection (Pd) is to lower the m in the m out of n
detector, accepting the accompanying increase in probability of false alarm
(Pfe) in order to increase Pd. It is possible to use the same technique of
lowering m to improve Pd on weak radar targets in the area of an already
declared beacon target. The use of this technique naturally assumes that
radar target detection is designed to follow beacon target detection so that
the existence of the beacon target is known prior to the time that the radar
target detector operates. As in the case of tracking feedback, the determin-
ation of whether beacon-in-process enhancement is feasible reduces to a trade-
off decision between the advantage of increased Pd and the disadvantage of
increased Pfa"

3.4.2.2.1 Advantage Of Beacon-In-Process Enhancement. First of all, recall
from the tracking feedback discussion in the previous section that only on
weak radar targets can a significant increase in Pd be realized by lowering
the detection threshold. Thus the discussion of the advantage of beacon-in-
process will only apply to these targets. rhe advantage of beacon-in-process
enhancement is simply that if the detectability of weak radar reports is
increased, the number of radar reports available for correlation to beacon
reports and/or track files is increased.

There are several advantages in having available not only an aircraft's beacon
report, but also its corresponding radar report. First of all, the accuracy
of the radar report is better than that of the beacon report. Reference 7
indicates that the standard deviation in azimuth is 0.330 (3.8 ACP) for beacon
as opposed to 0.250 (2.9 ACP) for radar. By properly combining a beacon
report with its corresponding radar report (using radar positional data with
beacon identity and altitude information), an increase in positional reporting
accuracy can be attained ard tracking accuracy thereby enhanced. If beacon
and radar reports are not combined but are instead correlated to the track
files separately, there will still be an improve-ment in tracking accuracy
because of the availability of the more accurate radar report.

Another advantage of having both a radar and a beacon report available from
the same aircrqft is that their combined presence can be used to differentiate
between true bca. P reports and false alarms due to reflections or fruit. When
a beacon rep3-: is reinforced by its corresponding radar report, there is a
high probability that it has been generated by a real aircraft. When it is
not reinforced, its validitiy is suspect. The reinforcement of beacon by
radar can be used as a criterion for automatic track acquisition, normnl track
correlation, or selective display of untracked beacon symbology.

3.4.2.2.2 Disadvantage of Beacon-In-Process Enhancement. The disadvantage

of beacon-in-process feedback is that the Pfa is increased in the area

wherein the detection threshol is lowered to obtain the higher radar Pd. This
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3.4.2.2.2 (continued)

problem can be critical, especially if the sensitized region is large and
happens to fall in a clutter area wherein the Pfa is not well controlled.
Moreover, the technique of lowering the detection threshold only when a weak
radar target is about to enter the system cannot be used to minimize the risk of
false alarms, as it is so used in tracking feedback. This is true because the
decision on enhancing the detection probability of the radar report based on
beacon presence must take place prior to track correlation. Thus, no history
is available to be used to estimate radar report strength at the time thedecision as to whether or not to lower the detection threshold is made.

3.1.2.2.3 Advantage Versus Disadvantage of Beacon-1n-Process Enhancement. The
question to be answeved no., is whether the advantage of beacon-in-process
enhancement, i.e., increased Pd on weak radar targets, outweighs the disadvant-
age, i.e., higher Pfal in the sensitized region. It must be kept in mind that
the number of weak radar reports whose detectability is enhanced by beacon-
in-process feedback will be small. Moreover, since a beacon report is assumed
to be available prior to enhancement, the loss of weak radar reports would not
have as serious an effect on tracking reliability as the loss of a weak radar
report when a beacon report is not available. Large increases in Pfa would
certainly be too high a price to pay for increased detectability on a rela-
tively small number of radar targets.

In order to make beacon-in-process feedback feasible, the increase In Pfa
must be made small erough to balance the relatively small gain achieved by
lowering the detection threshold. This can be done by minimizing the size of
the sensitized region around the beacon report and still have a high
probability of capturing the corresponding radar report within it. Assuming
that the radar and beacon report from the same aircraft are range and azimuth
distributed independeintly and normally about the true aircraft position, a
2 sigma region can be constructed about the beacon report position. This is
done by first noting that the standard devianlon in range for beacon and
radar reports is about 0.1 nm. Under the normal assumption, the 2 sigma
interval about the beacon report range would then be 0.57 nm. Since the
stondard deviations in azimuth for the beacon and radar are 0.33o (3.8 ACP)
and 0.250 (2.9 ACP), respectively, the 2 sigma interval about the beacon
report range is 1.660 (19 ACP). This implies ihit the sensitized region would
be 0.57 nm in range and 19 ACP in azimuth. This would correspond to approxi-
mately 100 1/8t nm range cells. Thus, for example, if the Pfa is increasea
from 10-0 to 10-4 in order to enhance radar target detection, the expected
number of false alarms in the sensitized region would go up from 0.0001 to
0.01, which is still a tolerable number.
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3.4.2.2.4 Beacon-In-Process Enhancement Summary. By way of sunmry, the
following conclusions have been reached regarding beacon-in-process enhance-
ment:

1) Beacon-In-Process Enhancement can be used to enhance detection on weak
radar targets.

2) The relative increase in number of targets declared through the use of
Beacon-In-Process Enhancement is small.

3) The use of Beacon-In-Process Enhancement can be made feasible by
minimizing the size of the sensitized region.
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I.

3.5 DEDS/ARTCC INTERFACE

3.5.1 Introduction -i
The Data Entry and Display Subsystem (DEDS) provides the primary controller-
system interface. Through the use of keyboard messages, quick look switches,
and field inhibit switches, the controller can manually control the amount
of alphanumeric data (i.e., target report symbology, aircraft information, and
system information) to be presented on a display and aid the tracker by
initiating, modifying, and deleting aircraft information and flight plan
data. He can also manually initiate, accept, and recall the handoff of
aircraft information.

Similarly, the Air Route Traffic Control Center (ARTCC) - ARTS III interface 1 i
provides the tracker with aircraft information contained in flight plan
data. In addition, if the ARTCC system has tracking capability, manual
handoffs of track data blocks are made between the ARTCC and ARTS III.

I:
Although the ARTS III system is intended to provide a man/machine interface
which minimizes the controller workload required in supplying information to
the computer, a need for enhancement in this area exists. Specifically, it
is not only desirable but imperative that, in supplying information to the
computer, a minimum amount of time (ideally no time) be required by the
controller that would divert his attention from the display presentation.
This allows the controller to devote full time to his primary function, i.e.,
monitoring and controlling the air traffic flow. In performing this function,
it is essential that the controller be given a display presentation that
contains a minimal amount of congestion due to display formats.

This section discusses methods of better computer utilization of the data
received from and transmitted via the DEDS/ARTCC interface to meet the
following objectives.

1) Increase tracking performance.

2) Reduce controller workload necessary to initiate and maintain correct
alphanumeric association with radar/beacon targets.

3) Reduce display congestion.

3.5.2 Technical Discussions

3.5.2.1 Track Handoffs

The ARTS III program only provides, through a keyboard entry, a manual
capability for the handoff of track data blocks both within the ARTS III
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3.5.2.1 (continued)

system (intrafacility) and between ARTS III and the ARTCC (Interfacility).
With the addition of prestored data (site variable), the automatic handoff of
track data blocks could be performed. This prestored data, specifically
position, beacon code, and controller identification, together with the flight
plan information received from the ARTCCwould enable the program to
automatically initiate the handoff of a track data block to the appropriate
controller when that track penetrates the designated area. For tracks
designated as arrivals, intrafacility 31tomatic handoffs would be initiated
between the sequence controllers and the final approach controllers. For
departures and ovecflights, interfacility handoffs would be initiated from
the departure controller to the ARTCC. However, interfacility handoffs would
only be made to an ARTCC with tracking capability.

Track handoffs from the ARTCC to ARTS III contain aircraft information that
could be used to increase tracking performance. After an arrival flight plan
message is received from the ARTCC, a handoff is initiated from the ARTCC.
Between the time the handoff is received and the time it is accepted by the
ARTS III controller, track update messages are received from the ARTCC.
Contained in each update message are the current velocity components,as
determined by the ARTCC tracker. These components are currently used only to
compute the track's speed in tens of knots, which is used for display purposes
in the track's data block. An additional use of the velocity components
would be to aid the ARTS III tracking in the initial stages of tracking after
accepting the handoff. By using this velocity as part of the track's history
data, the probability of computing an erroneous initial velocity would be
reduced.

3.5.2.2 Prime Keyboard Functions

To aid the tracking program in maintaining correct association between track
data blocks and radar/beacon targets and to implement the transfer of data
blocks to the appropriate controlling positions, the controller must enter at
the keypack a specific keyboard function together with the appropriate
alphanumeric data. Since these keyboard entries increase the controller's
workload and divert this attention from the display, it is desirable to reduce
or eliminate the required keypack entries. The majority of entries made by a
controller in this capacity fall under the following keyboard functions:

1) Track Start.

2) Track Reposition.

3) Track Handoff.

3-117



3.5.2.2 (continued)

Since these keyboard functions would be the most used, it is advantageous to
the controller that the operational program consider these functions as prime.
The prime function capability would allow the controller to make maximum use
of the slewball, which does not divert his attention from the display, and
minimize the date entries from the keypack. I

3.5.2.2.1 Track Start: For those tracks that are not actively tracked, the
aircraft identity or discrete beacon code or tabular line identification,
together with the slewball entry by the controlling positionwould initiate
active tracking on the aircraft.

3.5.2.2.2 Track Reposition: For those tracks that are actively tracked
but have lost correct association with their radar/beacon target, the aircraft
identification together with the slewball entry, would position the track data
block onto the correct target. The loss of correct association would
primarily apply to those tracks that are radar only or that have a non-discrete
beacon code.

3.5.2.2.3 Track Handoff: For those tracks that are actively tracked but not
in handoff statusa slewball entry would initiate the handoff of the track to
the appropriate controller, based on the entering controller. This entry
could be used in lieu of the automatic handoff capability discussed In
Section 3.5.2.1,.or in addition to automatic handoff, where this prime function
could be used prior to the automatic handoff criteria being met.

For tracks that are actively tracked and in handoff status, a slewball entry
at the receiving Pontroller position would result in the acceptance of the
handoff.

3.5.2.3 Data Block Congestion

Currently, through the use of the display Quick Look switches, data block
ield Inhibit switches, range and off-centering controls, and keyboard function

keys, a controller is able to select/inhibit the amount of tracked and
untracked alphanumeric data that is displayed. Obviously, individual human
factors govern the amount and types of data that each controller can monitor.
However, the program should make use of all available information to aid the
controller in making his decision in the selection of data. This is partic-
cularly true when dealing with the concept of all digital displays, i.e., no
broad band video. Although this concept is beyond the scope of this study,

3i
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3.5.2.3 (continued)

certain basic considerations for the display of both tracked and untracked
formats necessary in an all digital system should be mentioned at this point.
Probably the most important consideration from a controller's standpbint is
the ability to determine the relative strength of a radar return from a
digitized symbol on a display. Without this ability, his confidence In the
system, and therefore his acceptance of it, would certainly be questionable.
Additional considerations are methods of presenting velocity vector, and some
history data, e.g., a number of previous scans positions. Both of these can
be quite costly in terms of both computer processing time and memory, and once
again, additional alphanumerics and vectors may simply add to the problem of
display congestion. A possible solution to the problem of representing
target strength would be to present the targets with varying display intel-
sities, e.g., one-quarter to full intensity, based on the quality of the targ-t.

Although the use of current select/inhibit options allows the control of the
amount of data to be presented, they do not necessarily allow for the desired
amount. For example, if the only data blocks being presented to a controller
through filter selections are those beinig controlled by him, together with a
number of tracked data blocks being quick looked and a few untracked data
blocks, both of which are in his control sector and which must be monitored
by him. congestion may still be a problem. Further options to be considered
at this point are condensed track data blocks, individual selection of data
blocks, improved automatic offset schemes, and placement of data blocks on a
callup basis,

Currently, track data blocks consist of two lines of up to seven characters per
line and are divided into four fields. The first line, field one, is a seven
character field that contains the aircraft identification (ACID). The second
line contains fields two, three, and four. Field two is a three character
field which contains the aircraft's altitude (if present) in hundreds of feet
upon successful correlation, or the letters CST if the track is coasting.
Field three is a one character field containing controller identification for
a track in handoff . Field four is a three character field containing the
track's speed in tens of knots (two 1igits) or special emergency symbology. A
typical format would appear as follows:

NWl123 or NW123
060 20 ocs

AZ AZ

A savings in total display area could be realized by condensing non-hand-off
data blocks as follows:

123 o2

A/ 
A1
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3.5.2.3 (continued)

Here, the flight number only is displayed in field one, field two contains
the altitude or coast indication (C);and fields three and four have been in-
hibited with the field inhibit switches. For radar only or non-mode C air-
craft, the altitude field would also be blank. When desired, a quick check on
the velocity could be made by momentarily setting the field four inhibit to
the off position. Since a common active track buffer is currently employed , I
for outputting track data blocks, this method of condensing data blocks would
result in increased storage needed for buffering because of the option of
displaying the complete or the condensed ACID.

The option of individual selection of data blocks could be provided through the
addition of a keyboard message. By selection a particular function and using
the slewball for identification, a controller could select only those data
blocks he wishes to see. Two methods for implementing this option could be
considered. First. through the use of the field inhibit switches, all data
blocks could be inhibited except those selected with the keyboard messages.
Those selected data blocks would be forced (as are handoffs) and would overide
the field inhibits. A second method would be to display only the selected
data blocks. These data blocks would not be forced, and the field inhibit
switches could be used to further soppress portions of these data blocks. Both
of these methods require additional computer processing time and memory.
However, the main drawback to this option is that it requires additional input
from the controller, thus adding to his decision making tasks.

A similar option to that of individual selection of data blocks would be one
in which data blocks are displayed on a call-up basis. Here again, a keyboard
entry would be required to inform the program which data blocks are to be
called up and which are to be placed in call-up status. This added requirement
of more input data from the controller, together with the added burden of
having to visually associate an aircraft with a target, or vice versa, would
probably overide any benefits derived from the feature.

An attempt to solve the problem of overlapping track data formats is currently
being made through the implementation of an autopiatic offset program. The
obvious advantage to this approach is that all decision making is placed on
the computer. Given a number of constants (e.g., alphanumeric size, leader
length, etc.) together with the current display range and off centering
information, the pro3-am creates a map by setting bits in a matrix to cor-
respond to the area occupied by each data block controlled at a particular
display. When overlaps are detected, different offset directions are tried to
find one that results in no overlap. However, to obtain the desired results.
each display must be adjusted precisely to the alphanumeric size, leader
length, etc., corresponding to the values used by the program. In addition,
the matrix map only approximately represents the actual area occupied by a I
data block. These problems, together with the inability of the software to

I
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3.5.2.3 (Continued)

deteot many of the necessary hardware settings, result in the opinion of manycontrollers using the system that automatic offset is unusable. Alternatesoftware algorithms, e.g., increasing the size of the matric map and/orcomputing display coordinates to represent the four corners of the data block,together with a capability of software detection of the many hardware set-tings, would result in a usuable automatic offset system. However, the costof an optimum system in both computer processing time and memory and inadditional hardware features would be rather substantiaL but improvement ofthe current automatic offset program should be considered.

3.5.3 DEDS/ARTCC Interface Su ary
To meet the objectives of this section a number of possibilities have beendiscussed. Those that increase the controller's workload by either requiringadditional input from the controller or by diverting his attention from theprimary function of monitoring the display would not be considered enhance-ments and therefore would not be recommended. However, if the additional
input required is only related to a "start-up" function, e.g., providingleader measurements to be used by the automatic offset program, which in thelong run contributes to meeting an overall objective, it woujd not neces-sarily be considered as adding to the workload.

With the primary objective of having the machine work for the man, the fol-lowing items are presented for consideration in the augmented tracking design:

1) Automatic track handoffs.

2) Prime keyboard functions.

3) Use of ARTCC data, specifically velocity componeits, to aid tracking.

4) Improved automatic data block offset.

5) Use of display intensity to show quality of a target.
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SECTION 4
CONCLUSIONS AND RECOMMENDATIONS

In the course of this study we have a examined a wide variety of data
utilization methods with the objective of defining those techniques which
would contribute to an improved tracking system. This analysis is intended
to supplythe necessary components around which such a tracking system may be
structured; it is not intended to totally describe an augmented tracking
systemisince this will be accomplished in a design effort/to follow this study.
Within this section is provided a summary of those techniques which have been
investigated and which are recommended for further consideration during the
design effort.

Within this study we have analyzed the data association probiem and performed
an exhaustive survey of correlation techniques applicable to the augmented
ARTS-I1 system. We have chosen the maximum likelihood criterion as the
basis for the correlation process. The selected algorithm uses a generalized
nearest fit method for the processing of beacon and radar reports. By making
fuller use of the available data, this method will result in improved track
reliability, particularly in the presence of radar clutter. The generalized
nearest fit method also hus the capability to take into account available
indication of data quality, such as validation and hit count.

The proposed correlation algorithm is initially intended as a replacement for
the primary correlation routine in the RBTL system. Since it is able to
evaluate and exchange pairs of locally best and second-best report-to-track
assignments, the proposed algorithm is expected to perform much better in
ambiguous situations than the "first-come-firstserved" scheme employed by
the RBTL primary correlation routine. Significant improvement is expected in
track life and resistance to track swapping in crossing or parallel track
situations.

Our ztudies of track smoothing and prediction have concentrated on improving
performance of primary bin tracking and extending its range of adaptability
to various data conditions. A variety of analytic tools and computational
studies has been utilized to establish the following points.

1) Comparative study of a Kalman tracker with the RBTL tracker has shown
that the basic form of the latter can be retained.

2) The firmness concept is retained and extended allowing 0, 'and search
bin selections which are appropriate for:
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Section 4 (continued)

a) Track initiation

b) Arbitrary .€ quences of missed reports.

c) Various data combinations (radar only, beacon only, combined).

d) Varying data error at various localities.

3) A major overall supervisory and adaptive control on the firmness operation
is exerted by variable assignment of maximum firmness.

4) Range-angle coordinate system tracking has been rejected.

5) Acceleration smooLhing in any form (e.g., polytiomial fitting) has been
found useless under current conditions and has been rejected.

6) Track oriented coordinate tracking (retaining x. y basic variables) has
been found desirable. Implementation includes definition of two separate
maximum firmness limits.

7) Bin size tables have been founded on track life analysis. Primary bin
tracking is thereby improved.

83) Bin shapes have been arranged to account for various orientations of track

error and data error ellipses.

9) The tracker is adaptive to more general environmental conditions. Flight
plan and airway layout information can be used to control the filter.
Clutter maps and hit counts can also be utilized.

10) Analysis can estimate clutter/blip-scan conditions which will permit
effective tracking.

11) Deviation cositrolled smoothing and bin seloction have been found to be
possible to a limited extent. Further tests are required in this area.

12) Techniques such as coast correction, turn sensi:ng and data pattern history
analysis have been found to be of no value under current data conditions.

13) Multistage smoothing is not used for track smoothing and prediction (it is

used for correlation). Instead. combined radar beacon reports are used
for this purpose when available.

In addition to the above conclusions, some general principles have been

established for smoothing and prediction. These include the basic equivalence
of the optimal design of a tracker for accuracy of estimates, track life,and
resistance to track swaps. Short and long range prediction, and accuracy of

4
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Section 4 (continued)

position and velocity estimates can all be optimized together. Design of the
tracker for special conditions such as holding patterns can be reduced to a
definition of a track population; the a, 0 tracker permits only one parameter
for this, X. which forms the basis of all our design.

On the basis of our tracking studieswe believe that although the full
Kalman recursions provide a very neat computational framework for the inclusion
of various effects of mixed data sequences, different data errors, and so
forth, the RBL a, 0 tracker is actually more flexible in approach and re-
presents a lesser technical risk. The simplicity and presence of only a few
adjustable parameters in the Kalman recursions is purchased at the expense of
sensitivity to the correctness of assumed data models. The firmness controlled
a, $ tracker, on the other hand, can be matched to approximate the Kalman
tracker, or it can be adjusted to meet the exigencies of new data c!aracteristics
and aircraft populations without destroying its structure.

Track initiation and termination has been studied on several levels.
Theoretical studies indicate that optimal initiation and termination logic
should be a sequential test procedure. Initiation Is based on two score
thresholds: an upper one for the acceptance decision and a lower one tor re-

jection. Scoring increments are based on the date fit (nearness of data to
predicted track positions) and on the hit/miss report sequence. A suitable data
fit score component which also contains information on hit count is available
from the correlation routine.

The decision process is continued after initiation occurs in order to monitor
the tracking. If the successive score increments, computed on the same
basis as before, are positive, tracking is good and no action is taken. When
the score increments are negative, the track enters the dropping mode, and the
termination decision is made when the accumulated score drops a predetermined
distance below the previous high.

These initiation/termination decision processes operate independently of the
firmness score. Tracking during initiation, for example, proceeds under
exactly the same a. 0 and bin size selection processes as .crmal tracking.

Exact values, however, for the various decision thresholds are difficult to
assign on the basis of this theory and are best adjusted empirically via
simulation. Some guidance has been provided for Initiation logic design.
Approximate formulas giving optimal upper and lower thresholds and scoie
increment sizes for various data conditions have been provided.

In order to circumvent the approximate character of these evaluations, we have

also made a more specific study of (n. m) initiation/termination logics (n
consecutive reports to Initiate, m consecutive misses to drop). For various
assumed performance constraints (low mean delay to initiate, long track life,
and low false truck load) we have determined the best (n, m) logics to use and
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Section 4 (continued)

the range of data conditions over which they may be successfully applied.

The following conclusions have been reached:

1) The mechanisms for controlling track smoothing and search bin selection
which were developed for normal tracking are equally applicable to
automatic initiation.

2) Area autoinitiation of all aircraft appears feasible, provided that the
data quality can be controlled. For example, for a blip scan ratio
greater than 0.72 and a clutter probability of less than 0.12 in the
search bin, a (3, 4) logic meets reasonable performance constraints.

3) An alternative to strict data quality control is to modify the (n, m)
or sequential logic in accordance with conditions as shown by the clutter
Map.

4) Intruder initiation is more feasible than area initiation. Data conditions
and corresponding (n, m) decision rules have been mapped out for this
type of operation. Together with the new correlation routine, this should
subsLantially improve swap performance.

5) Track load pruolems can best be ameliorated by providing a separate,
condensed first report track file. Most of the additional computer mem-
ory load imposed by autoinitiation results from first reports.

6) Speed checks appear to be effective as a screen to eliminate either
stationary or Poisson clutter. They can be implemented in the form of
upper and lower speed limit tables as a function of firmness. Tracks
which violate these limits are terminated.

The discussion of tracking feedback has shown that it is possible to increase
!he probability of detectior, on weak radar targets by lowering the radar
detection threshold. It was also shown that it is theoretically possible to
use track file history data accumulated over several scans to predict when and
where a weak report is about to enter the detection system. This information
can be used to insure that the detection threshold is only lowered to enhance
the detection of weak targets. Finally, it was shown that the increase in
Pfa which accompanies the lowering of the detection threshold can be kept
below a .olerable level by contructing a two sigm sensitized region around the
track predicted position and employing an upper bound on the number of range
cells includ.;d 4within this region.

It is recommended that a tracking feedback function for the augmented
tracking level system be evaluated. This function should be implemented by
generating sensitized regions about the predicted position of firm tracks when
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Section 4 (continued)

weak radar targets are expected to enter the detection system. The prediction
that a weak radar target will enter the system should be based on radar re-
port track history accumulated over several scans.

It has been shown in the beacon-in-process enhancement discussion that lower-
ing the detection threshold in a region around a beacon report in order to
enhance the detection of its corresponding radar report increases the detec-
tability of weak radar targets. The fact that no history data is available to
estimate target signal strength requires that oeacon-in-process enhancement be
applied whether weak or strong targets are enteriig the detection system.
Beacon-in-process enhancement. can be made feasible by taking advantage of the
error rharacteristics of radar and beacon reports to generate small sensitized
regions.
It is recommended that a beacon-in-process enhancement function be incorpo-
rated and evaluated in the augmented tracking level system. This function
should be implemented by generating a two sigma sensitized region about the
beacon reports. Within that region. the radar detection threshold should be
lowered in order to iacrease Pd on weak radar targets.

In the area of interface between the tracking furction and the controller (via
the DEDS a number of items have been introduced which are intended to ease
the controller work load. It is recommended that the data entry sequence be
made less detailed through the use of prime keyboard functions, to perforin the
basic operations of track start, track reposition, and track handoff. The
visual presentation of track data on the display can be made m.re comprehensive
through condensed data blocks, improved automatic data block offset, and the
use of display intensity to depict target quality. Finally, the continuous
task of track handoffs, both interfacility and intrafacility, could be im-proved through the use of automatic handoff sequences.

This report contains algorithms, procedures, methods and suggestions (positive
and negative) for upgrading the augmented ARTS-III system in the areas of
data correlation, track smoothing and prediction, automatic initiation and
termination, target detection, and DEDS/ARTCC interface. The work was limited
to analysis aided by compiter calculations and experiments and computer
sim|lation of tracking conditions. Although we have confidence in the results
obtained, a considerable amount of work is still required to apply them to the
real world.

In order to assign particular parameter values, more extensive simulation and
live testing will be required in many cases. Only in this way can a suffi-
cient range of real data conditions be explored.

Many areas of the present study might L.. o be further developed through addi-
tional work. For example, the quantitative advantage of deviation controlled
smoothing and search bin selection is a somewhat subtle problem which was not
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Section 4 (continued)

fully explored. Diffccent initiation/termination criteria other than the
single (n, m) type might be analyzed in numerical detail. Detailed handling
of various data situations by the correlation routine and the selection of
scoring parameters could be researched more fully. In each of these cases,
as well as others, further quantitative development is possible which could
reduce the extent of future simulation study required to make a definite
design.
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SYSTEM AND ENVIRONMENT
COND')ITIONS



tt

A.1 SYSTEM CONFIGURATION

The system configuration to be taken as the baseline for the AugmenLed
Tracking Study is the Basic RBTL system. The Basic RBTL system is designed as
a single beacon/single radar :onfigu-3tio,. It is iomprisid of four major
subsystems as delineated below:

1) Data Processing Subsystem (,DPS).

2) Beacon Data Acquisition Subsystem (BAS).

3) Radar Video Digitzer (RVD-3).

4) Data Entry and Display Stubsystem (DEDS).

Figure A-1 shows the finctional relationship of the subsystem and identifies
the principal paLhs of signal flow. A further description of the subsystem
can be fouid in the dociimet entitled "Expansion oi the ARTS-III System L theI Basi," Rada- Bea,-on Tracking Level SysLem" (Reference 1).

I
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A.2 RADAR PROCESSING SUISYSTEM PERFORMANCE

Range: Coverage 0 - 60 nm

Accuracy (standard deviation) 0.05 nm

Bias (adjustable to near zero)
(Range error is approximately normally
distributed)

Resolution nm

Azimuth: Accuracy (standard deviation) )Jo (2.9 ACP)

Bias (adjustable to within I ACP)
(Azim,,ti e,.ror is approximately normall
distribute])

Resolution 3.50 (40 ACP)

Target Detection (probability) 3- 1 (typical range)

Splits 1.5 - 2.5%

Clutter Density 0.06 reports/degree -nm
heavy weather

0.001 reports/degree - nm
clear --

(The nunber of clut.ter reports in a range-azimuth region can be modeled as a
Poisson random variable.)

AI
I
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A. 3 BEACON PROCESSING SUBSYSTEM PERFORMANCE *

Range: Coverage 0-55 nm .
Accuracy (standard devtation) 0.05 nm

Bias (adjustable to near zero)
(Range error is approximately normally
distributed)

Resolution 0.8 nm

Azimuth: Accuracy (standard deviation) 1/3' (3.8 ACP)
(Azimuth error is approximately normally
di stributed)

Bias (adjustable to 1 ACP)

Resolution 7.50 (85 ACP)

Target Detection (probability) 0.75 - 1.00 (typical range)

Splits (% of targets) 1%

Reflections not available

Fades 7 - 10/turn

Radar/Beacon Reporting Statistics (typical)

Both radar and beacon reports 89%

Beacon reports only 4%

Radar repoCLS Only 6%

Misses Cor bothi radar and beacon 1%

Radar,13eacon Range Difference (due to 0 -1/8 nm

transponder delays)
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A.4 RADAR CHARACTERISTICS

ASR-4 ARSR

Frequency Range 2700-2900 Mlz

Pulse Repetition Frequency 1110, 1170, 1200/sec
Staggered PRF

(optional) I
Pulse Width .833 u sec

First Blind Speed (no stagger)

PRF 1200 120-130 knots

1170 117-126 knots

1110 114-122 knots

Beanmvidth 1.250

Horizontal 1.50

Side loes 13 db down

Bark raJiution 30 db down

Elevation Pattern: cosecant2  18,500 ft * 45 unm
(see figure A-2 for ASR-7 specification)

Scan Rate 15 rpm 6 rpm
(13 rmp for ASR-7)

Maximum Configuration of radars for 3 ASR
multi-sensor 1 ARSR (100 nm)

A.5 BEACON CHARACTERISTICS

PRF (1/3 of raJlar) 400 max

Beamidth 3°

Beacon Mode Ratio
(3/A, C) or 1:1
(3/A. 3/A, C) 2:1

Rotation Slaved to radar
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Figure A-2. ASH Elevation Coverage

*Taken from ASR Specification FAA-H-864c (Feb 9, 1968)
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A.6 TRACK ENVIRONMENT

IkximwAm radar terqGta/scan ASR 500
ARSI 1000

Manximumn beacon targets/scan ASR 350
ARSI 700

Maxium lwacon targo'ts/450  
ASR 70

Ratio of controlled to noncontrolled 2:3
aircraft

Active associated tracks g00

Average uctive track likez 40 mi'i
Track controlled tiivw Cale) 10 mill
Tr3 -k creation rate (ave, max 3 - 7 per min
File of flight plans 500

Interfacility flight data transfers 1800/hr
No. of controller consoles 3 -20

Bea,,on equipped targets 25?1"(mode C)
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APPENDIX B

THlE TRACKING SIMULATOR



B.1 PURPOSE

At the beginning or the augmented tracking study a decision was made to de-
velop a computer-based tool to carry out preliminary evaluations of selected
tracking algorithms. This effort was indeed worthwhile, since the process of
building and using the tool provided valuable insight into the fundamental
causes of many types of tracking difficulties. With this tool and our readily
available computer, it became routine to (1) conceive of algorithms and ex-
pected results, (2) program the essentials of the algoritaiis and perform
experiments. and taen (3) judge :ie value of the algorithms. Through many
repetitions of this process, we obtained a good understanding of the tracking
process and gradually became prepared to formulate algorithms which combined
the desired features of prior work.

B.2 COMPONENTS OF THE TRACKING SIIULATOR

The tracking simulator was designed to represent the essential features of the
tracking environment and, initially, the RBTL algorithm as a point of departure.
Throughout the design and constriction of the simulator, steps were takeq to
keep the program simple whilf., at the same time., representing the environ-
mental features which were considered critically important. Thus, for example,
we prograinwed aircraft maneuvers and siviriois radar retirns, but we chose to
use a convention for the placement of the sensor so that reports could be
generated directly In the coordinate system of the tracker without additional

conversion. The trackiig siurilator was mnade up of the following components,
ea-h of which we will now discuss:

1) Traje.;tory generator.

2) Report generator.

3) Tracki.ig bookkeeping features.

4) Correlation and smoothing algorithms.

5) Perform i,;oe statistics generator.

B.2.l TIe e .tpyj Genera tor

This program was written to compitte the coordinates of the true position of a
simu ated aircraft at the time of each radar scan. Since we were primarily
interested in isolating tracking performan:e, this tr'ajectory generator was
built to represent only a small segmelt -f a typical flight trajectory - a
segTfent .;ompjseJ nt .oly one or two parameterized turns. Thus, the essential
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B.2.' (continued)

numeric inputs to the trajectory generator were limited to the following

small set of parameters:

1) Aircraft speed (knots).

2) Entry heading (degrees true).

3) Heading at coordi.nate origin
(degrees true).

4) Exit heading (degrees true).

5) Turn rate (degrees per second).

In addition to the foregoing information, the program mde use of certain
conventions to simplify the computation of position. First, by convention, each
trajectory was defined in cartesian coordinates and was constrained to pass
through the coordinate system origin at the time of the 21st scan on the
heading specified by the user. Since the user had the freedom to specify
three headings, he could cause the trajectory generator to produce trajectories
in the form of:

1) A straight line at any heading.
(All three headings numerically equal.)

2) A right turn.
(Exit heading to the right nf heading at origin and
heading at origin t, the right of entry heading.)

3) A left turn.
(The converse of (2).)

4) An S turn.
(Heading at origin to the right or left of both
the other two.)

Since each turn was constrained by program convention to be less than 180
degrees, no other data was required to allow the user to unambiguously
specify a trajectory.

Typically, trajectory segments of about 40 scans duration were used in our
study. In most cases, this allowed sufficient time for a steady state to be
reached prior to the turn, as well as after the turn.

I
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B.2.2 Report CGeerator

The report generator of the tracking simulator is actually made up of three
separate program sections which simulate the essential report level outputs
from beacon and radar data acquisition systems. Each of these three sections
may prepare position reports and put them into a memory table refered to as the
report store.

The first section prepares beacon reports. It simulates the beacon blip/scan
process at the reporting level by comparing the output of a pseudo-random
number generator with a beacon blip/scan ratio supplied by the user. Next, it
simulates the beacon "fade" process which is a consequence of antenna shielding.
For fade simulation, we chose to simply allow the user to specify those scans
(by identification number) on whi..h no beacon transponder return would be
received due to shielding. When a simulated beacon report is to be generated,
the program computes and adds a separate normal deviate to each component of
the true aircraft position and stores the resulting pair of coordinates in the
report store as a beacon report.

The second section, similar to the first, simulates primary radar blip/scan
and measurement noise and then stores radar reports in the report store. It
should be noted that the standard measurement errors for beacon and radar are
each specified separately in range and azimuth. Each of these four quantities
is specified by the user in nautical miles and, as a simplification, is held
constant throughout the simulation. We feel this simplified representation
to le sufficient for our analysis because we have concentrated on flight
segments of relatively short duration, and other allowances for varying
azimuthal errors can be made.

The third section of the report generator is a program which simulates radar
ciotter. Radar clutter reports are taken to be Poisson distributed at a mean
clutter density specified by the user. As clutter reports are generated, they
are placed into the report store where they appear to the correlation and
tracking logic to be identical in form with valid radar reports. However,
for summary statistical purposes, they are identified as clutter reports
(see Subsection B.2.5).

The mechanism by which clutter reports are generated is not entirely straight-
forward and, thus, deserves comment here. It consists of three steps: clutter
area definition, area subdivision, and clutter generation.

In step 1. an area for clutter generation is defined as a rectangle containing
all currently predicted track positions. In this process. the track store is
searched for maximum and minimum values of X and Y coordinates of predicted
track positions. Of course, if only one track is being simulated, this
rectangle reduces to a point at the predicted position of that track.
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B.2.2 (continued)

Tn step 2, a large buffer strip is added all around the rectangle to assure 7
that a large enough area around the track can be covered by clutter. The
width of this buffer strip is a system parameter, held at 1.0 nm throughout our
study. It should be noted that the only reason for this clutter area defini-
tion is to limit computational load caused by clutter generation and proces-
sing, and to do so without biasing the results of the study.

In step 3, after the clutter area is defined, it is logically subdivided into
a set of strips as shown in figure B-1. Each strip has a width of one radar
range grain ( i- nm) and crosses the clutter area at a constant range from the
sensor. These strips then represent the ranges at which clutter reports may
occur.

Now the clutter sampling process can be reduced to a one-dimensional problem
if one simply envisions all the strips placed in line, end-to-end. The
user-specified average clutter density, C, (clutter reports per unit area) is
converted to an average interclutter distance (d) along that line by multi-
plying by the strip width (-i2 nm) according to:

16

d = 1 / (C x1).
16

Sampling can now be carried out by making use of the fact that intersample
intervals in the Poisson distribution are exponentially distributed. We
obtain a sample, s. from the exponential distribution of mean, d, using a
pseudo-random number generator, The sample length, s. is placed on the strip
line and the clutter report coordinates are obtained by division and dif-
ferencing. This sampling process then continues until the line is exhausted.

However, one additonal check is made to ascertain that clutter reports are not
generated closer together than the resolution of the RDAS allows. If the
sampled clutter separation distance, s, is less than-the azimuthal resolution
(converted to distance), tie sample is simply rejected and a new sample ob-
tained. Thus, this clutter generation procedure provides, we believe, an
appropriatL level of realism in generating Poisson clutter while accounting
for both the range granularity of the sensor and the system's azimuthal
resolution.

B.2.3 Tracking Bookkeeping Features

The bookeeping features provided in the tracking simulator are centered about
two important data tables which are logically very similar to those found in
the Basic RBTL program. As in the RBTL, we refer to these tables as the
central track store and the report store.

B
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B.2.3 (continued)

The central track store contains all the essential information needed to
carry out tracking. Its elements are as follows:

I) Track class (initial, normal, parent, etc.).

2) Track X coordinate (smoothed).

3) Track Y coordinate (smoothed).

4) Predicted X coordinate.

5) Predicted Y coordinate.

6) Rate of change of X coordinate (smoothed).

7) Rate of change of Y coordinate (smoothed).

6) Track firmness number.

9) Track status (coast count).

The report store contains only the following three elements:

1) Reported range (Y coordinate).

2) Reported azimuth (X coordinate).

3) Report type (beacon, radar, or clutter).

As mentioned earlier, the distinction between radar and clutter reports is
used only in the preparation of summary statistics and is not made available
to the tracking programs.

The basis of operation of the tracking simulator is the program loop shown
in figure B-2. This loop is exercised once for each sensor scan to be simu-
lated. In our study we restricted the loop to 41 iterations for each
trajectory.

In addition to this loop, a control logic was provided to allow specified
numbers of replications of each trajectory to be flown and sets of differ-
ent trajectories to be handled in sequence. Thus, it was possible for us to
define a numerical experiment as a set of different trajectories, each of
which w3s to be flown a uniquely specified number of times. A program which |
served to accumulat. and display performance statistics was also included as
part of the experiment control loop.

B-I ,
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eternine true aircraft position at time of sea]

I

Generate reports based on true aircraft Jposition

Correlate and smooth data with trac;-

Predict track position at the time of the
next scan

Figure B-2. The Basic Tracking Simulator
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B.2.3 (continued)

Throughout our experimentation, we found it to be helpful to display in
graphical form certain data from the trajectory generator, the report gener-
ator, and the correlation and smoothing programs. As work continued and our
interests shifted, a flexible graphical display capability gradually developed. -

That capability is controlled through data switches on the computer and is,
consequently, highly responsive to user's wishes. The following list of data
switch functions illustrates the final state of the grapnical and tabular
display features of the tracking simulator programs.

1) Pause.

2) Print content of report store at each scan.

3) Print true, radar, and beacon report positions at each scan.

4) Print content of central track store at each scan.

5) Plot true trajectory positions.

6) Plot radar observations (less clutter).

7) Plot beacon observations.

8) Plot, at enlarged scale, all observations.

9) Plot search bii,,, either scale.

10) Print debugging messages.

11) Plot predictions, either scale.

Examples of some of these graphical display features are included here as

Figures B-3 through B-8,which show the following: ii

B-3) True trajectory positions.

B-4) Radar observations and true trajectory positions.

B-5) Beacon observations and true trajectory positions.

B-6) Search bins and true positions.

B-7) All observations and search bin at enlarged scale (for one scan).

B-8) Predicted and true positions.

I
I
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Figure B-4. Radar Observations and True Trajectory PositionsJ
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Figure B3-5. B~eacon Observations and True Trajectory Positions
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Figure B-7. All 'bservations and Search: Bin *at, Enlarged Scale
(for one scan).

B-13



611

B-14



8.2.3 (continued)

In figure B-3, the sequence of true trajectory positions is simply indicated
by an "x" at each true position at scan time and a line connecting successive
true position points.
In figures B-4 and B-5, observations are plotted in addition to the true

trajectory points. The deviations found in radar and beacon data are, in
general, very large in relation to the aircraft movements from one trajectory
point to the next. Consequently, it is often impossible to tell in a simple plot
of trajectory positions and data exactly which data were derived from which
trajectory point. In order to eliminate this kind of ambiguity to the human
viewer, we have seen fit to have the program plot lines which connect the
plotted observations with the true trajectory positions from which they were
derived. These lines, then, are plots of the data derivations themselves and,
of course, represent quantities not available to any tracking program.

Figure B-6 shows the progression of primary and secondary search bins. These
bins are centered on predicted positions and, consequently, this figure shows
the unsteadiness in predicted positions as well as the bin size (firmness)
response of the tracker.

Figure B-7 shows at an enlarged scale (2.5" = 1.0 nm) the entire set of data
pertinent for a single scan. The symbology used in this type of enlarged
scale plot is basically the same as that used in the other plots.

The type of plot shown in figure B-8 is used to represent In a fairly concise
fashion the overall operation of the tracking system. Added by the plot
format is a line leading from the last smoothed track position (+). Thus,
this line shows the smoothed velocity used in prediction. Again, to lessen
the possibility of misleading ambiguity in this plot, the predicted position (+)
is connected with the associated true position (X) by a line which represents
the momentary error in the predicted position.

B.2.4 Correlation and Smoothing Algorithms

The correlation and smoothing subroutine was the part of the Tracking Simulator
which was changed most often in our investigation of various ideas. Once the
correct functioning of the experiment control loop was established, program
changes to accommodate the investigation of different tracking algorithms were
almost entirely restricted to the correlation and smoothing subroutines.

Approximately ten distinct correlstion and smoothing program decks were pre-
pared throughout the study, each with parameters whose values were adjusted to
alter the operational details of the algorithms. A more detailed discussion
of these various correlation and smoothing programs and the associated ex-
perimental results is presented in section B.3 of this appendix.
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B.2.5 Performance Statistics

A set of performance measures was defined to allow numerical comparisons of the 1
performance of the various tracking algorithms. A separate subroutine was
then prepared to accumulate these measures throughout the course of each ex- -
periment and print them at appropriate points during, as well as at the end
of, the experiment. These performance statistics, along with the various
graphical displays provided by the tracking simulator, proved invaluable in
disclosing both quantitative and qualitative features of algorithm performance.
The statistics accumulated and displayed at the end of each set of iterations
of each trajectory are the following:

1) Track life (number of scans). 1
2) Track life (percent).

3) Average tracking errors.
- X coordinate
- Y coordinate
- RMS distance.

4) Overall average search bin area (square mile).

5) Average search bin size versus scan number (a histogram).

6) Number of clutter reports used by the tracker.

7) A histogram showing the number of track drops versus
scan number for a set of iterations of a simgle trajectory.

At the end of an entire experiment composed of a set of iterations on each of
a set of trajectories, the overall track life (number of scans and percent) is
printed and an overall track drop vs. scan number histogram i prepared.

B.3 USE OF THE TRACKING SIMULATOR

As we began using the tracking simulator in this study, it became apparent
that one could not reasonably devise, test, and, in any sense optimize the
design of a tracking algorithm witho:it first hypothesizing some population of
track characteristics. This observation remains as valid today as it was at
the outset. Indeed, it seems to be one of our most important observations that
it is possible to make tracking system design improvements only to the extent
that distinct trajectory and data characteristics can be identified and pro-
cessed accordingly. For example, whereas a straight trajectory segment is I
tracked best when highly smoothed, a turning track segment must be smoothed
much less and, indeed, the recognition of the transition from straight to
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R.3 (continued)

turning track (or the converse) is the central problem in tracking system
design. As inother example, we have seen that there is considerable advantage
in applying different tracking algorithns to the radar only, the nondiscrete
beacon (and radar) target, and the discrete beacon (and radar) target. The
general composite system faces two distinct, problems: errors in report
association and normal sensor measurement errors. Track accuracy can be
improved only to the extent that both these problems can be solved. It is
with regard to the problem of correct report association that the various
classes of trajectories are most highly differentiated and require separate pro-
cessing.

We chose an approach making use of a set of distinct trajectories which
could be flown separately by the trajectory simulator, but could also be
combined later at the performance measure level if desired. That set of
trajectories consisted of:

1) A straight (diagonal) segment (150 kts).

2) A 600 turn (180 kts, 30 /sec.).

3) A 900 turn (180 kts, 30 /sec.).

4) An "S" curve consisting of two 500 turns (130 kts, 30/sec.).

By observing the computed performance statistics on each on these trajecto-
ries, it was possible to understand the sometimes subtle differences among the
performance characteristics of the variouis algorithms which were tested.

A total of more than 120 separate numerical experiments were performed with
the tracking simulator. While most of these experiments were only exploratory
and intended to determine appropriate combinations of various parameters for
each algorithm, nevertheless, a wide range of algorithms was tested. These
algorithms included the following:

1) RBTL (primary bin tracking).

2) Deviation controlled firmness.

3) Deviation controlled smoothing.

4) Coast correction logic.

5) Radar-Beacon report averaging.

6) Multi-stage smoothing.
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B.3 (continued)

The remainder of this appendix presents brief discussions of the experimental
findings associated with each of these six classes of algorithms.

B.3.1 RBTL (Primary Bin Tracking)

The simulation of HBTL primary bin tracking logic served two purposes: first,
to provide a numerical basis for comparison with other simulated results, and,
second, to provide an intuitive understanding of the point-of-departure RBTL
system. It was soon discoveted that the RBTL primary bin system was virtually
unable tootrack turning aircraft. Simulated turns of more than about 30
degrees 3 /sec. led invariably to a drop from the primary bin and a
recourse to the secondary bin/turning track operation. We believe that in a
well designed system. most of the track maintenance should be performed by the
primary correlation and smoothing. This should include straight trajectories
as well as the majority of well behaved turns. The secondary system provides
a recovery from a primary drop and should be used as infrequently as possible.
For these reasons, we chose to concentrate attention on making improvements in
primary bin tracking alone. Thus, we recommended that the RBTL turning track
logic be retained to reacquire the hopefully smaller number of tracks which
would still be dropped from primary bin tracking by the improved algorithms.

B.3.2 Deviation Controlled Firmness

As a result of observing plots of simulated trajectories, predictions, and

primary search bins, we noted that the RBTL system made no significant attempt
to expand the primary search bin in turns and, consequently, increased pre-
diction errors were encountered. It became apparent that the firmness/bin
size relationship used by the RBTL logic made the RBTL firmness changing
mechanism virtually nonresponsive to turns, particularly when high firmness
tracks began turning. This motivated an investigation of the performance of
several algorithms which attempted in different ways to change the track
firmness value in response to observed deviations between predicted and
reported positions.

The firmness logic of the ROrL primary system (figure B-q) is, In a limited
sense, deviation controlled, since

Add 2
Subtract 1

(if correlated) (if not correlated)

Figure B-9, Firmness Adjustment in the RBTL Logic

I
I
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B.3.2 (continued)

very large deviations (reports beyond primary bin correlation limits) lead
to reductions of firmness. Our experiments included modifications of this
logic,attempting to make firmness more responsive to observations. Pirmws ij
increments such as those shown in Figure B-l were tested. and it was found
thatunder certain circumstances, significant improvements in primary bin
track life could be achieved. In the system illustrated in Figure B-10, forexample, if a report is found in the center 1/3 of the primary bin, firmness

is increased by 2, in the intermediate 1/3, by 1. and if the report is beyond
the intermediate 1/3. firmness is decreased by 1. These experiments motivated
much of the analytical work in this area reported in seczt.ion 3.2.

Primary
+1 'Bin
+2

Figure B-1O. A Form of Deviation Controlled Firmness Setting

B.3.3 Deviation Controlled Smoothing

The simulation results indicated that the RBTL system is not sufficiently
responsive to date and frequently loses tracks on turns. An ideal solution
to this problem would adjust the responsiveness of the smoothing filter to
match the characteristics of the trajectory. Unfortunately, these chara-
cteristics can only be roughly inferred from the noisy data, and the desired
filter adjustment cannot always be achieved. The RBTL system uses track
firmness to influence the choice of the smooth:ng constants and thereby adjusts
the tracking filter responsiveness. Since FBTL firmness is a long term measure
of correlation behavior, the filter characteristics are not easily disturbed
by data noise and are quite stable. For the same reason, however, the filter
response to a change in trajectory direction is very slow, resulting in an
inability of the primary tracking system to xollow turns. A faster filter
response would most certainly improve trackiig on turns, but it would also
adversely affect performance on straight track segments.
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D.3.3 (continued) .

A number of experiments were carried out.to explore several techniques to
directly control the smoothing constants via the deviation of the data reports
from the predicted position on the last several scans. We first made use of

the instantaneous deviation on the last son to select smoothing constants.
Secondly, we tested a deviation control system which used 'the last n devia-
tions in selecting smoothing constants. As indicated earlier, the motivation
for deviation control was to make the system more responsive to the data when
large deviations were-observed.

As expected, the use of larger smoothing constants yielded better tracking on
turns, but at the same time it made tracking our straight flight segments less
reliable. The deviation control notion was an attempt to combine the best of
the small smoothing constants for straight segments and the large smoothing
constants for turning on maneuvering segments. This is not qualitatively
different from the action of the RBTL logic, since turning tracks, when in
use, employ generally larger smoothing constants. However, the method we were
testing was, in effect, a gradual transition between "normal" and "turning"
track processing in the place of the step transition of RBTL. In general,

our results were encouraging. The best overall results were obtained from a

relationship between observed deviation and smoothing constants shown in
figure B-11. The small smoothing constants used for small deviations did, as

expectedyield good tracking on straight segments, and the larger constants
associated with larger deviations made the system perform much better on turns

than the RBTL primary bin tracker. However, even the most satisfactory method

did not eliminate track drops, and it became obvious that further increases

in responsiveness to data could only degrade performance. Basing the selection

of smoothing constants on a combination of deviations observed on th~e last two

scans instead of just one also resulted in a aegradation of tracking perfor-

mance.

B.3.4 Coast Correction Logic

It was observed that simulated low blip/scan data during straight flight
segments had little effect on track accuracy and virtually none on track life.

However, on turns, such absence of data almost always led to a tracking drop.

Therefore. P test was made of a system which, in the absence of data, would

use the data pattern observed on the preceding two scans to estimate a turn

rate and predict a new position (a curvilinear coast).

The coast correction logic seemed to provide significant improvement in turn

tracking but, even with very high blip/scan ratios, it led to unsteadiness and

occasional tracking drops on straight tracks. It later became clear that the

use of only the two preceding data points makes turn rate estimatesmuth too

noisy to be of value. Whereas the use of more than three or four preceding

data points might offer hope of reducing the incidence of false coast cor-

rections, it would also introduce unacceptable delays into the turn detection

process. Consequently, the investigation of the coast correction logic was

dropped. These results were supported by the conclusions of Section 3.2 re-

garding the feasibility of estimating acceleration.

B-20



1.0

Min. Tabulated
Alpha

0

0.0 I
0. 2.75 5.25 Correlation

Cut-off
Distance from Pred:. ted Position to Selected Report

(in Sensor Standari Deviations)

Figure B-It. The Preferred IRelationship Between Smoolhing Constants and

Observed Deviations

B-21



B.3.5 Radar-Beacon Report Aversaing and Multi-Steae Smoothing

The study also included experimental investigations of general methods for
combining radar and beacon reports in correlation and smoothing in the pre-
sence of radar clutter. In the first of these tests, the RBTL algorithm was
modified to use both radar and beacon reports when one of each was found in the
track's primary bin. The reports were combined by weighted averaging and then
smoothed as a single report. Only a small improvement over the RBTL operation ...

was obtained.

Next, a sequential smoothing technique was investigated. In this method,
smoothing was done first. using correlated beacon data. Then, a second smoothing
operation was carried out on the radar data. Because of this separation of
beacon and radar processing, it was possible to add other tests between the
two smoothing operations. The first of these centered a radar bin around the
beacon data, and a small reduction in performance was noted. Second. a radar

bin centered about the beacon-smoothed track position was tested, and a
significant improvement in performance was noted. This algorithm makes use
of radar data, even when more than one radar report is within the correlation
bin, by using a single radar report which is nearest to the beacon-smootheJ
track position and disregarding any others. Testing of this "multi-stage"
smoothing algorithm was continued in a heavy clutter environment, and it was
concluded that it offered promise of significantly improved track accuracy and

a surprising degree of insensitivity to clutter.
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C.1 I NTRODUCTION

This appendix contains a summary of some numerical conclusions studies which
support the conclusions and results reported in preceding sections. Three
different studies are included and the appendix is divided into corresponding
parts.

In the first of these, the Kalman relations (18), (19) are exercised to pro-
vide optimal solutions for the basic o', A tracker model postulated in sections
3.2.2.1 through 3.2.2.3. These solutions are then used as standards of
comparison and as source data for much of the subsequent development.

The second part of the appendix reports on some experiments with track-oriented
and/or acceleration smoothing and prediction. These experiments were con-
ducted with aircraft maneuvers which were somewhat more realistic than those
assumed for the basic dynamics model of section 3.2.2.1. An empirical hill I
climbing method was used to optimize the design (select smoothing constants).

The third section of the appendix summarizes calculations which determine
suitable initiation/termination rules meeting design requirements. In each
case, the range of data conditions (blip-scan ratio and clutter probability)
which may be tolerated has been computed.

C.2 EXACT a, 0 TRACKER ANALYSIS

Many of the numbe-s and figures used in our work (as well as the arguments and
conclusions) are based on exact calculations of the Kalman model of the
optimal ce, 8 tracker proposed in section 3.2.2. This model is constructedc
upon the assumpLion that aircraft accelerations (held constant through each
scan) are selected independently at random in each scan from a distribution
with zero mean and known variance. Kalman covariance recursions for this
model are given in (19); the optimal cr, 0 are computed from relations k'18).

In order to provide results with th( maximum utility, the covariance recursions
are treated ir a normalie form. Thus, in the following results:I

1) Time is in units of one scan, (i.e , A = 1).

2) Prediction error cevariance elements (cxx, l-, ax re normalized
with respect to the data position Irror variance, c . (i.e., the values
reported should be multiplied by c to convert to nautical mile units

for any specific application).

2 2
3) The raneuver parameter is .- a /c 2 , which is the same definition used

throughout this report.
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C.2 (continued)

The results of a series of computer calculations which exercize the recursions I
(19) and relations (18) are summarized in Tables C-I through C-1I. Each
table is devoted to a particular value of the maneuverability parameter, X.
The X sequence is given in descending order: extreme (and unrealistic) values,
X = 100 and X = .0001, are included as points of reference. The practical
range of X is mostly confined to the values X = 10 through X = .005.

Each table is computed in accord with the same scenario of hits and missed
data and exhibits three typical standard situations: a start up sequence
with no misses, the steady state with no misses, and a succession of four
misses followed by recovery (beginning from the steady state). These
situations are natural stages of one continuous computational run starting
with the assumption of no a priori track data.

The first column of the table indicates the stage, n, a particular scan of the
tracking process. n..= 2 refers to the second scan after receipt of the
first data. This is the earliest scan at which the prediction covariances are
finite. On the preceding scans, optimal a, f are trivially (all for all X),

For n0 a = 1 O (C-i)

n1 1i1

These uniform initial results do not explicitly appear in the tables. Results
for succeeding start up scans, n = 3. etc., are reported until either the
convergence to the steady state is nearly complete or the sequence must be
terminated because of lack of space.

The steady state results are next given under SS. Thereafter, the results for
scans after successive misses, 1M, 2M, 3M, 4M, are tabulated, and most of the
immediate recovery process back to the steady state follows (unlabeled).

Each row of the table, referring to a particular scan, gives the one scan
prediction error covariances for the estimated position and velocity at that
scan (before receipt of data), as well as the optimal cx, 0 for smoothing data
on that scan. One additional column, $eq. is provided, which multiplies 0
values ini the miss sequence by the scan interval since the last data. #eq
is the velocity constant directly comparable to the RBTL parameter in the miss
situation.

Many smoothing and prediction problems may be solved using the results in
these tables. Examples follow.

I



C.2 (continued)

Example 1.

What steady state is appropxiate to use with a = .5?

Scan the tables for an SS entry near -Y = .5. We find that X = .05 yields the
closest set, a = .486, 3 = .160. By interpolating the tables we estimate
that for o a .5, we would have B .175. Let us adopt X = .05 as a typical
condition in the succeeding examples.

Example 2.

For X = .05 and a data error standard deviation c = 0.1 rim, what is
the one step position prediction error standard deviation in the steady
state?

Using Table C-9, we find axx (normalized) = .946. Thus, the position prediction
standard devia.,on is (.1) 9 = .0972 nm.

Example 3.

What are the fluctuations in the velocity estimate vector for a 200
kt. aircraft under the condition of Example 2?

Again using Table C-9, we find a** = .1766, so that each velocity comp.t

estimate (predicted or smoothed)x as a standard deviation of (.1) ,/.1766 =
.042 nm./scan. Since the 200 kt. aircraft proceeds at .22? nm/scan (4 second
scan), velocity fluctuations are ± 18.90% of the speed for ± one standard

deviation. The corresponding velocity vector angle fluctuations are approxi-
mately t tan -l .189 = - 10.7

Example 4.

What is the smoothed position error standard deviation under
Example 2 conditions?

It can easily be shown tiht the normalized smoothed position variance is
numerically identical with the optimal a under each circumstance. Since here
= .486, we find the smoothed position error standard deviation to be (.1)
v/ "4-W .O0097 nm.

Example 5.

What is the position prediction error for an 11 scan prediction under
the conditions of Example 2?
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C.2 (continued)

One step prediction results are listed in the table. We can extend them for
10 more scans by using the formula

with a = 10. We find'02 180.7, almost wholly determined by -a. Thus, the
extended prediction standard deviation i's (.1) 4 677 = 1.34 nm. We note that
this result is sensitive to the assumed aircraft motion model. The value,'
found here is correct'for random accelerations, but would be exceeded if ac-
celerations were more persistent.

C.3 STUDY OF VARIOUS TRACKING OPTIONS

C.3.1 Methods and Models

In these sections we describe a series of computer experiments carried out
tu explore various alternatives to the use of the isotropic (constant) a,
tracker. The variations were as follows:

a) Isotropic a, $ (reference case; a, 0 the same in x and y).

b) Track oriented,., o.

cl Track oriented a, # with y (acceleration) smoothing ina direction
transverse to the track.

d) Isotropic a, $, -y (acceleration smoothing).

e) Track oriented a, , y.

The ordinary isotropic a, 0 tracker is optimal for steady state tracking with
the random acceleration dynamics model of section 3.2.2.1 or, equivalently,
for a maneuver population of 'abrupt turns and velocity changes. Therefore,
exploration of the above options is predicted on the hope that 'since actual
aircraft motion is somewhat more restrained, track oriented and/or accelera-
tion smoothing may offer some additional improvement in track smoothing and
prediction (S & P) performance;

In order to explgre this possibility, 900 turn maneuvers executed at standard
rates of about 3/sac, and lW/sec were used in the present study (actually 7
scans and 15 scans, respectively, to complete the turns). Since these manuevers
and the above tracking options procluded a simple mathematical treatment of the
turn transients, the S G P behavior was explicitly evaluated by tracking each
case by computer.

C-4



M 01zr (r - , 0,I l

C ,"I:in L ) CA 0 C

a-I _
r-' r- Lco C, CCD

cs X a- c o' m 1r a;o- -0 C
x ' m' 0' m 0t-

OC~~J -C OO4. C

bj~~~~~~ Is ' ~~ '
oo ir - . ~o l

o ' r- r- u ~ ' - t -CN

x' tr L) LOr- r, c i t
~~M tr - c

Fr ~ ~ ~ c'i c li lr0 f- tt

clJ 'IT . tF (A E E E U

C- 5



-4-

r- f- a' m~ t- co 10 C,

X c .o .tfl- c ' 7 o

4 -l

It> ~ ~ C MO -U> -

-C-6



N CM 01 CC C)010
GO -8G -0, 'M v'C.

Cl 0' CD CD 10 f- fl- I- f-o

C.)>

x --C C., C'J

b '~ '0 ' '0 ' '0 -, ('s f ' 0 '

1~r 0 '0 '0 '0 CD fn t- '0 C. I'- '.Z

C- 7



1:11!

Mi0 n O1 O Or

I' o- It

I 1 O ' ~ O L V , ,1

to N C C

C',J -4 I 0 co
.9 T r N r- r- qT N -

C-8



- -. t-

MID

Cii

C mCJ ~ C'J CJ m' (1 C- cl m C'

-9



ee 1-: C O

CO c,- - - (,L

C-)

.x; C~ CC,) -- o0 qq~C~~

S CI - 7 - .- C- - CJ C - M -

c~ ~~ a- c) a ~ oe - a

x C C C CI CI CI .0 .4~ . - .'

1 ) m ? " a I C I C

cf C14 mI "T LO 10 0 - CI a

II I "~ - C )

c-1 0



IMfXo'o

o'o to .N n - C -

m~ Ln

"1  'D - " .. 'T~

0r 10 to

c.'n r- -

.v 0- m N

Z n u-) in ~

toc-Im



C"c' "Z ""7C"Jc

101
.~~~~ ~ ~ ~ ~ .

C14 f- -
c1m

CD F DxII-T C co C ,

t- f- (NJ . .o 0 21 z r

0A CD -a.4~ Cj ' m1 c

0 co 0 t- U-j 0
c-i I



C.3,

C I"!

0 n 'T in. CJ _ 0.I' C, C1-l

co In

C.J .0 C ~ 0 Lt0 t- 0'

Lf~I~C'J I! t I' C '0 %0~ 10 t- 0
. .' .- . . . . . .' . .-. . . .

~~~ Mf e'j -- 0, - Ln ~

f- 0, " w z CD wt- C

CO -~-I 3-0n



tl-~ ~ (7 a, 0 r-.c D oC

-7 z 0' 0 In In 0

bOjr c If'D- M c , CO'-

in -m ' CO,

C!~~~~~- 4iU :C 1 Rl l t



el - 0%

CjC

P-4-

c-i4



-~~~~ ~I 0~CI'~ 0 O o r cn~C .

. . . . . . ... . .

I-0 O% t--~ m-DN -o%

C C%

to -4 & O P.4~ 8

. . . . .. . . . . . .cmfcJ

II n~o -oo-4

C- 16



L) 0 0 -' % ' ' - ' . )I0 0

C~~~~I .' . .~ ' 0 ~ Y .~ .n . . . 0 .~~ '. . . .

0 LI M~ M 0 -4 - 4 tn -

m In

-x 19 If) e' ' NJ C0' 0 0

bx 0 -

b' 0f c'n -j -- C n n

m~~~~ ~ ~ - c'. 1-, c&q V)U n N C
Il* a n 7 CO v -q - 41 V c!-

C- 17



S C, - 0 , Lo t- C1 - -4 Im L o I

IT .O D - - fL u - ~ ei c e)

o Ln~ N 0m1- " -Z. - ac' C ~ tr C,C C C C19 C C C C *", V I" C"

*x C 0L)- 0 0O 0 00 0O O
xj . . . . . . . .bI

co 0 U') ) V)

Li 1  
o~ -

c' m) vf b" 10 Ul 0 (7, 0

C- 18



'0 t1

M~ CD' - 'D .D 0, CM0 -t O - O

C ~r r- n R

"T C\J -0 -- i

ItI,

' CO0 0 0, w ' cq

~1 C.:,

CO 0f) C)i C- M 4-m

- I1



C.3.1 (continued)

Tracking was performed using the a, , y smoothing and prediction equations
(20) adapted to track oriented operations, as in section 3.2.2.4, which
preserves the computations in an x, y framework. Position and velocity
smoothing equations then are identical with (23). (25). In addition, however.
we also have acceleration smoothing equations

A A A

A 4 0uLX 2 (C-2)

s s

A A

A A

Y~ +f + Vv-
S 

5s s

B~y variously setting some of the (, Y, ', parameters to zero or equal to each
other, one can obtain each of the above tracker options. Note that e.) is
the general case, and, when a L = O T, $ L = 8 T' - L = Y T' the track-oriented
operations yield results identical with simple x, y tracking (isotropic S & P
m;iv be described by vectors independent of any coordinate description).

In order to analyze the performance of each tracker option for any selected
, values, we define a population track mix consisting of

1) straight aircrat pat i with added position noise and

2) 900 turn maneuvers with no added noise.

Fur pupulation 1), the mean square value of the one scan position prediction
errors per unit data error variance is calculated. This variance factor is
determined separately for the longitudinai and transverse track directions, in
terms of the respective a. , y constants by means of an analytically derived
formula.

Noise variance 2$(a$ + 2a2+2$) - :o (4 - 2a - g) (C-3)
(SSNL orSSNT (4 - 2a - 0)(2a$ - y(2 - a)) .

Before applying this formula, stability conditions for the tracker are

checked, ]

0 Y~2- ~4 (C-4)

~ $ 4 -2

I
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C.3. (continued)

and if they fail, a very large noise variance is assigned. The two resulting
variances, SSNL (longitudinal) and SSNT (transverse), are added to produce a
t,.o dimensional mean square error SSN due to date error effects. This
addition is weighed by an arbitrary factor TF (TF = 1, usually).

SSN - SSNL + TF*SSN7 (C-5)

Population 2) of 900 turns without data errors, on the other hand, is tracked
Ly computer simulation of the tracking process. Only S & P is performed.
Data correlation is assumed to be perfect and the blip-scan ratio is unity,
so that only one turn is tracked and the need for Monte Carlo techniques is
avoided. During this turn the sums of squares of the one scan position pre-
diction error components are separately accumulated along (SSI1L) and across the
track (SSNfT) and added to provide a two dimensional sum of squares. (The unit
of distance used here is the distance moved by the aircraft in one scan time.)
Again, the weighting factor TF is used to provide generality.

SSM z SSNL + TF::SS,'T (C-6)

SSM is a measure of the severity of turn transient produced by the tracker.

Finally, SSN and SSM are weighted together with a maneuverability or popula-
tion mix parameter, -y, to provide an overall mixed performance value.

VALUE SNN + Y"SSM (C-7)

controls the relative weight given to data noise smoothing vs. faithful

maneuver following in evaluating a specific set of O L, 0 L, Y L' 0 T  0 T'

YT" It thus plays the same role here as previously in the random maneuver
, 0 model.

We note that since the S G P equations are strictly linear for isotropic
S & P and are approximately linear (for small noise perturbations) for track-
oriented S & P, we can think of the two populations 1), 2) as combined into
one. The two measures, SSM and SSN, and the sum, VALUE, would be thus ob-
tained by analysis of d noisy. turning track. Lt eN(n) be the series of pre-
diction errors'obtained from data noise alone (of variance c2 ), while eM(n) is
the series of errors due to the maneuver. By superposition, the total error
then is

e(n) = eN(n) + eM(n). (C-8)
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C.3.1 (continued)

The mean square of e(n) over the noise ensemble is

e2(n) e N2(n) + 2eN(n) eM(n) + e 2 (n) (C-9)

2 2
Ne (n)+e n)

The average of e2(n) over N scans (enough for the turn transient to die out) is

N N

e'(n) = eN(11) +  e (n) (C-IO)

In a fin] step we normalize (C-10) with respect to the data error variance.

N 2 2 1 N 2
('2 (n) -e 2 (n) 4- e (n) (C-11)

NCI NC .. l

c

(C-7) and (C-1I) have similar forms, and we can identify their respective
terms. Thus, analysis of the combined noise/maneuver model is equivalent to
separate analyses of idealized populations 1) and 2), followed by a subsequent
weight ing.

The track-oriented operations are only approximately linear. This means that
in our analysis, we neglect the random perturbations of the oriented axes
that would be irduced by a superimposed data noise. If large enough, such
effects can be expected to dilute the effectiveness of the oriented operations.
Therefore. our results on such oriented S & P will tend to be slightly over
optimistic and must be cleared by more extensive Monte Carlo runs. Our method
here was specifically designed to avoid lengthy Monte Carlo experimentation.

Now, the object of the above analysis and mix of populations 1) and 2) is to
vary a. 0, -y constants under one of the contraint options a), b), c), d), e)
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C.3.1 (continued)

In order to minimize the error measure (C-7). This optimization is repeated
for various values of the maneuverability parameter, ^, and produces optimal
a, 0, y trajectories analogous to the standard a, 0 curve which was derived
analytically for the simpler model (cf. section 3.2.3.2.).

The method of optimization used in this study is a direct-search hill-climbing
(descending) technique-" In it, the a, $, -y constants are perturbed one at a
time in an attempt to improve the solution. This variation is followed by
larger adjustments when a change proves fruitful in an attempt to accelerate
the improvement. When no further progress is achieved with a given increment
step size, the step is halved aid the process continues. The process ceases
when the step has reached some minimum size with no further improvement. The
most general option, e), requires independent adjustment of six smoothing
parameters.

C.3.2 Results

Numerical results of the various experiments are summarized in tables C-16
through C-24. These tables list the various a, , values and the various noise
and maneuver contributions to the system performance measure. Table C-16
provides a reference, based on the isotropic a, $ tracker, with which to judge
the effectiveness of the other tracker options. Figure C-1 shows a plot of
the optimal a, B curve for this case. The standard curve, derived from the
randcm acceleration model, is also shown for comparison.

We see from Figit-e C-1 tqat empirical adjustment of a, $ to optimize for the
population of 3 /sec, 90 turns lead to larger B values for a given a
than the standard model. In fact, we find that the more the antual aircraft
rmotion consists of long,constantly held accelgrationsothe greater the depart-
ure. In particular. a similar curve for a 1! /sec, 90 turn would

show an ever steeper increase of $ as a function of a.

By analysis, it can be shown that the error coefficient for constant acceler-
ations with the a, $ tracker is just 1/$. That is, if the transverse 2
acceleration (say) is maintained for a long period of time,at a nm/scan
then the transverse prediction error eventually builds up to a/$ nm. The
departure of the 0, e curve in figure C-1 from the standard is thus seen as
a rebalancing of a R in the direction of increased values, in order to adapt
the tracker to turn maneuvers in which accelerations are sustained. (Previous
results, figure 3-18, then show that the resulting tracker is considerably

*R. Hooke and T. A. Jeeves, 'Direct Search' Solution of Numerical and
Statistical Problems, J. Assn. Comp. Mach 8, 212 (191).
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C.3.2 (continued)

underdamped.) In the light of this result, further simulation work might be
fruitful in exploring trackers based on a, P relationships other than the
standard curve.

Now consider the corresponding isotropic ct, 0,y tracker option, table C-18.
We see that except for X = 100 (an unrealistally high value of maneuver-
ability which corresponds to a population of nearly all 900 turns and very
few straight noisy tracks, the y value is optimally adjusted to near zero.
This means that the acceleration smoothing has been disabled by the optimiz-
ation and that it does not improve performance.

T~ble C-170 shows the results obtained for track-oriented smoothing with
3 /sec, 90 turns. Optimal curves for ec, p Tand a , are shown
in figure C-2. Here it is evident that the lingle 'urve~in figure C-1 has
split into two separate parts, one for longitudinal parameters, the other for
transverse. The longitudinal set indicates heavy smoothing; the transverse
set indicates lighter smoothing for given values of X.

In figure C-4, the noise variance component, SSN, is plotted vs. the maneuver
error sum of squares, SSM, for both track-oriented ot, P and isotropic ot, $
trackers. We see that for a given maneuver error, we can reduce the noise
error or vice-versa by using the track-oriented option. Improvement appears
substantial and nearly constant for all values of X.

In figure C-5, a similar tradeoff plot is made using only the transverse com-
ponents of the respective errors SSMT, SSNT. We see that the curves nearly
coincide (the track-oriented performance is slightly worse). Thus, most of
the improvement from the track-oriented smoothing is attributable to net
reduction of longitudinal errors. Transverse errors are little affected.

Exploration of tracker option e), track-oriented, a, 0, y smoothing, is reported
in table C-19. We see again, even more positively than before, that except
for extremely high X, the acceleration constants are set to zero. The
tracker thus reverts optimally to track-oriented ot, P smoothing.

Results for option c), track-oriented ot, P with y smoothing only in the
transverse direction, were so uniformly negative that they are not explicitly
reported here. In every instance, y was set to zero.

In order to check sensitivity of the above results to the maneuver assumption,
a series of runs was also made with l3Y°/sec, 90 turns. Table C-20 gives
basic data for a track-oriented cx, P operation. Corresponding optimal cx,
curves are shown in figure C-3, indicating the even greater separation of
optimal smoothing constants for the two track directions.
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C.3.2 (continued)

Table C-21 shows results of the track-oriented a, , y option. Although y
rmoothing survives to slightly lower y values than previously, again the
result is essentially negative. The acceleration smoothing is disabled for
optimum tracking.

Tables C-22, C-23, C-24 show results of a similar series of experiments in
which the transverse error measures were weighted by a fartor of 4 over the
longitudinal errors. Maneuvers are at 30/sec. We find no change in the
quantitative merits of the track-oriented a, option. The Y smoothing is
again rapidly disabled, except for the highest X values. I
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C.4 INITIATION/TERMINATION DESIGN EVALUATIONS

Tables C-25 through C-35 shownumerical results of a series of initiation/
termination designs to meet specified performance constraints. In eachltable,
the range of blip scan and clutter probability consistent with these-constraints
is mapped out, together with the decision rules which implement the corres-
ponding designs. The step level of the computation is such that, all designs
are constructed whose critical p level differs by more than .001 from neighboring
designs.

The use and inLerpretation of these tables is explained in section 3.3.4. The
notation is as follows:

Performance constraints:

MC = mean time t initiate a true track (scans)

TC = mean track life at true truck as limited by inadvertent drop (scans)

LFC = load factor for clatter tracks (see secLion 3.3.4)

Achieved performance: -

M (corresponds to MC)
T (corresponds to TC)

LF (corresponds to LFC)

Initiation/Termination Parameters:

KI = number of consecutive reports to initiate (n)

RT = number of conzecutive reports to termiinate (i)

Corner Data Conditions:

B = blip scan ritin-(true aircraft)

P = probability of cne or more clutter reports in a search area
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APPENOIX D

DETAILE.D PROU3LEN SIMULATION
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D. I INNtODUCTION

This report presents a general summary of the work being performed In devol-
oping methods of detailed problem simulation as part of the Augmented Tracking
developmenit effort. The development of such a sim-ilatinn tool stems from ie
need fur a uniform ani realistic means of evaluating and comparing tracking
algorithms for use in an air traffic control environment, as well as pru-
viding a mejns for development of new and refined tracking schemes. In ful-
filling this objective the following considerations have been wade. First, a
simulated terminal environment which describes the real environment in as
much detail as is feasible is provided. Second, a variety of target tracks
with independent characteristics and performing various maneuvers are avail-
able. Third, a flexible means of algorithm substitution is provided to allow
rapid comparison of their relative performance. Fourth, a list of performance
measures which rate the algorithm on a number of relevant topics is tabulated
and printed in a fixed format to allow easy cross reference.

This simulation effort is generally referred to as the "tracking analyzer#"
which describes its use in qualifying tracking algorithms by measuring their
performance with respect to known target activity. Four basic components
make up the tracking analyzer, namely:

1) True track generator

2) Target report generator

3) Correlation and tracking algorithms

4) Statistical analyzer

The block diagram shown i;n figure D-1 points out these basic components along
with the data flow between each. The following paragraphs describe the
integral workings of the tracking analyzer in sections as suggested by
figure D-1.

D.2 TRUE TRACK GENERATOR

The track generator computes the true target positions and velocities along
a predetermined path. This path is defined by the use who is provided with
several track options which he may select according to the level of analysis
being performed. These options provide a series of data sequences as des-
cribed below.

The first track option provides a single target performing a predetermined
series of maneuvers. With this single trackwe can elimi.ate much report to
track correlation logi- and can conpe'trate on the operation of the track
smrothing algorithm exclusively. In addition to providing a uniform means
of comparing various tracking s,hemes, this allows for a type of"fine tuning"
of a particular tracking algoritan.
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Figure D-1. Tracking Analyter Block Diagram
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D.2 (continued)

The track path currently defined is that shown in figure D-2,which is desig-
nated the standard track. This path is defined so as to exercise the tiacker
over a series of maneuvecs which increase in severity by performing a series
of turns to both the right and left with increasing accelerations (from 1/16
to 1/2 g, assuming a 250 knot target speed) This path was chosen so as to
subject the tracker to a variety of important tests. First, a straight line
portion is generated,durinri which measurenents can be made to determine the
tracker's ability to a)"lock oW' to the target, and b) to smooth the report data
along a straight line segment. Next, the target is made to perform a series
of turns with increasing accelerations, each ending in straight line flight.
This provides a measure both of its tracking ability in the various turns and
also its ability to recognize the transition from straight line flight to a
turn and back to straight line flight. Finally, the target is made to
execute an"S"turn in which the tracker's ability to handle rather violent
heading changes can be measured.

The path which has been described is only semi-permanent, in that it can be
modified. if desired, by making slight modifications within the tracking
analyzer. .1 number of inputs to the track generator are variable andas such,
must be supplied by the user. These inputs include:

1) Initial target range (radar miles from the sensor site)

2) Initial target azimuth (degrees with respect to sensor site)

3) Initial target heading (degrees)

4) Taract speed (radar miles per hour)

The second track option is provided as the next logical sequence in evaluating
tracking methodsby introducing the correlation decision. It is Intended
that those track smoothing algorithms which have been optimized to perform onthe"standard tracle'be paired with various correlation algorithms and further
evaluated at this level. Here two tracks are introduced which are made to
intersect at a predetermined position at the same point in time. This imposes
a correlation conflict which must be resolved correctly or a track swap will
result.

These track.; are specified completely by the user within the following inputs.

1) Point of intcrsect (X, Y distances from the sensor site, radar miles)

2) Initial heading each target (degrees)

3) Heading of each tat-get at point of intersect (degrees)

4) Final heading each target (degrees)

5) Speed of each target (radar miles per hour)
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D.2 (continued)

6) Turn rate of each target (degrees per second)

7) Inter,-ect heading ii ,rement and number of heading differences to be evaluated.

This series of inputs allows a wide variety of conflicting target paths to
be defined. This includes any combination of straight line tracks and
maneuvering track! with a wide range of maneuverability. A factor which
influences the correlation decision most drastically is the relative heading
difference of the tracks at the time of intersect. Within this track option

is provided executive logic, which will repeat the generation of target tracks
over the number of runs specified. each time adjusting the relative heading
by the selected increment. This provides a measurement of the correlation/
tracking algorithm performance in terms of the tendency for track swap. track
loss, etc., as a function of the relative heading at intersect.

The final track option which is provided allows for greater flexibility in

defining target paths by providing a free format in which up to six Lracks
may be specified. Each track performs independent of the others and is
completely defined by the user through the following inputs.

1) Tnitial target range (radar miles from the sensor site)

2) Initial target azimuth (degrees with respect to sensor site)

3) Initial target heading (degrees)

4) Target speed (radar miles per hour) "

For each track defined by the above parameters, up to five maneuver segments
may be specified by supplying a turn indication (right, left, or straight).
an acceleration constant (up to I g), and the number of scans over which the
maneuver i-- to conlinue.

For any of the track options which are described above, the following infor-
mation is generated for each track on each sensor scan.

1) Ture target range at each ohservation

2) True target azimuth at each observation

3) True target x coordinate at each observation

4) True target y coordinate at each observation

5) True target x velocity at each observation
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6) True target y velocity at eicfh observation

True ci mo ait va;cI observa tion

1;. TARlGET RE WORT GENERATRA~

ehle I'aroet 4lieport Generatoir provides reported target~p, r ttions-for both radar
;,nd beacon sensor systems by coiib9imgthi noise characteristics 'of the air
Iraffic control sensor with the tru oiin rvddb h rc enrtr
Ini addition to the insertion of noseito*,each target reportI the true' termi-

(A3 environment is further simulated by aoowing a varying blip/scan, ratio in
ihle range from I to .5i for the radar and 1i to .75 for' the beacon sensor. to re-
jre,-ent tracking conditions from Ideal to extremely adverse.

Ii. ~jetier,- tiofl of tl(-h target report assumes a stationary independent Gaussian
jiise -oisiribution in range aInt azimth.: and a constant'blip/scan ratio.

Fisa random number in tile range from 0 to I is generated against which the

ii., I i )scap ratio is compared. When the random numbr is greater tha

this ratjo,a missed report is declared" otherwise a report is generated. Foc

11 jh report., two normally13 (listrlbuted pseudo-random numbers of zero mean- and
'.innitardi deviation corresponding to the range and azimuth distributions of

h' eijsiir, are generated nnd combined with-the true position supplied by the

track generator. This sequence Is repeated for each sensor (radar and beacon)
~.eparately. andI for each target track.

jr livE:d'cr re1ifirt!.. a further consideration which is made is that of beacon
.~dellhivi' is often experienced'in turns due to shielding of the beacon.

tinnpowiet. Two methods of simulating beacon fade are Orovided:,the first

u'qtuir('s thal thiose s.an of the turn where fade is to occur be specified by

thte user; for. thosp tracks which are free format and which are frequently
lIrnged, a secondI mothod i:9 provided,iii which the 'number of scans In which

jL'1t occurs is computed through a random umber process. This allows a fale

rittqi-t iof wvhich is independent for each turn and which is distributed uniformly
'ifl'i 1 the fi".id-pn i t Of tli - turn.

; atiil 141 the jenerntion of true target reports as described above, t~ie
?.,;it ,*nvironinent is riirt.he!r simulated by introducing radar clutter reports

vl~ahin - reqion whose siz'e and placement is specified' by the 'user. Also
tied ; the c st~e iensi ty within this region. On each scan. the

t..'.tgasr tpi* clutier repoirt~s which are to be generated are computed as. a roisson
l~jioom variahle and distributed within the specified region.

Variable inputs to thle Target Report Generator which must be supplied by tile

ii.Cr art.:

I,) Sensor scan interval (seconds)

:11lip/scan ritio each sensor

imam AvdIWb Copy



1)3 (continued)

3) Standard deviation of range error each sensor

4) Standard deviation of azimuth error each sensor

5) Clutter region dimensions and clutter density.

These inputs are applied in the processes described above to provide the follow-
ing target report information.

1) Reported target range at each observation

2) Reported target azimuth at each observation

3) Reported target x coordinate at each observation

4) Reported target y coordinate at each observation

5) Reported time at each observation

6) Report identification

This data is supplied for both radar and beacon sensors within separate
output tables. The report identification designates the track for which the
report was generated and identifies those reports which are clutter. All
output data other than the report identification is made available for cor-
relation and tracking. The identification is only available to the Statistical
Analyzer,which compares the true report with the assignment made by cor-
relation and the resultant smoothed position provided by tracking.

D.4 CORRELATION/TRACKING

The correlation/tracking section has the task of establishing and maintaining
target tracks, using only the sequence of reported positions and times which
have been provided by the Target Report Generator. This Includes making
correct report to track associations for valid reports, and recognizing and
discarding false reports.

The majority of the processing within this segment will be devoted to the
tracking methods being evaluated. The task of any algorithm will be to take
the sequence of input positions and times, make a correlation decision
between each track and the available reports. and based on this association, to
compute smoothing estimates of target position and velocity. These smoothed
values, along with the identification code of the target report assigned by
correlation, are provided as output from the correlation tracking section.

The tracking algorithms which are evaluated within this section are described,
along with the results of their operation, in the following Appendix E.
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0.5 STATISTICAL ANALYZER

The final task of the tracking analyzer is that of compiling a list of

performance measures which describe the qualities of the tracking algorithm

and presenting these performance measures to the user. Of central importance to
this tracking study is the development of measures or performance that re-

flect, in so far as possible, the qualities desired in an air traffic control
tracking algorithm.

Two primary levels of performance measures are provided which are directed

at describing separately the performance of correlation and track smootking.
This allows for substitution of various correlation algorithms which can be

compared with the same track smoothing algorithm or vice versa. However, it
must be realized that these are not entirely independent sequences, and that

improper correlation decisions may adversely affect track smoothing while

erroneous track smoothing in turn tends to complicate the correlation decision.

The correlation decision is monitored through a comparison of the true track

identification with the identification code of the target report which has
been assigned. If a correlation conflict could not be resolved, this identi-

fication will indicate that a coast condition has been declared. For each

track, the following data is accumulated over the life of the track.

1) Number of coasts when a valid radar or beacon report is present

2) Number of times radar and beacon reports are both present but not merged

3) Number of times a radar clutter report is merged with the beacon report

4) Number of times a radar clutter report is assigned (no beacon report found)

5) Number of times a correct assignment is made

6) Track swap indication (continuous correlation with target reports of

another track)

7) Track loss indication (tracking discontinued after unsuccessful correlation

on (SP) consecutive scans)

These values are accumulated over a number of identical 
runs and a statistical

average computed. The data is then tabulated and printed in the 
format shown

below to provide a hard copy output. In addition to the above performance

statistics, a summary of data conditions is also 
provided as shown. For

multiple track options, additional conditions 
such as target speeds, relative

headings at intersect, etc. are also provided.
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D,5 (continued)

GLOSSARY

NLT = LOST TRACK
NCA = NUMBER OF" CORRECT ASSIGNMENTS
NCT = NUMBER OF ASSIGNED CLUTTER
NST = NUMBER OF COASTS WHEN VALID REPORT PRESENT
NCL- NUMBER OF CLUTfTER MERGED WITH BEACON
NHU VAID RADAR REPORTS PRESENT BUTr NOT USE)
NSW = NUMBER OF TRACK SWAPS

CLUtrrER DENSITY = .00 REPORTS PER DEGREE - N.M.
RADAR BLIP/SCAN RATIO = .90
BEACON BLIP/SCAN RATIO .95

NLT NCA NCT NSr NCL NRU NS3V

TRACK 41 .00 199.63 .00 .37 .00 7.87 .00

The second level of performance measures describes the tracking accuracy which
is provided by the track smoothing algorithm,using track history data ac-
cumulated over previous scans, and the new target report assigned by correl-
ation. Four basic performance measures are defined:

1) Position error

2) Velocity error

3) Position dispersion

4) Velocity dispersion

These items provide a measure of how much inherent position and velocity error
the tracking algorithm has, as well as how much noise (disperion) in position
and velocity it has. The performance measures are designed, using normal-
ization procedures, to eliminate the affect of as many parameter variations
as possible, including target range, azimuth, heading, speed, sensor scan
interval, and level of sensor noise. This enables the tracking analyzer to
be easily adapted to a new tracking environment. The remaining parameters of
interest are then completely dependent upon the tracking algorithm only.

To provide a concise and uniform method of presentation, these performance
measures are plotted for each track as shown in Figure D-3. Since all values
are normalized, this plot can be used to show the relative performance of
various tracking algorithms receiving identical input data, or the relative
performance of a variety of data conditions within a particular tracking
algorithm. The symbology used for this plot corresponds to the following:

P = Position error - the average error bet'qeen the true and smoothed positions
at each observation (scan), normalized by the distance that the target
travels in one scan interval.
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D.5 (continued)

V = Velocity error - the average error between the true and smoothed velocity
vectors at each observation, normalized by the speed of the target.

N = Position dispersion - the standard deviation of the smoothed position at
each observation, normalized by the standard deviation of the reported
radar position.

S = Velocity dispersion - the standard deviation of the smoothed velocity
estimate (translated into a position by multiplying by the sensor scan
interval) at each observation, normalized by the standard deviation of the
reported radar position.

Each of these performance items are accumulated over a number of equivalent
runs to provide a statistical average.

D.5.1 Denormalization of Performance Measures

As stated previously, these performance measures are designed to eliminate, by
normalization, the effect of as many target and sensor parameters as possible.
Thi: allows most attention to be directed upon the tracking algorithm itself.
Since it may be desirable under certain circumstances .o obtain exact
(denormalized) values, we will present several exercises in denormalization.
We will use the performance plot for the augmented tracking system shown in
figure D-3 as the basis for these exercises.

The examples which are provided below show the dispersion measures along the
steady state tracking segment at a range of 40 miles and the peak errors in
following the 1/4 9 turn. Each example considered is for a target traveling
at 250 knots and a sensor scan interval of 4 seconds. However, as can be seen
from the general form of the equations, thp same plot can be used with any
target speed and sensor scan interval to derive corresponding denormalized values.
The parameters referenced within these equations are defined as follows:

S = target speed in knots

T = sensor scan interval in seconds

aap = a priori standard deviation of the input data noise

X = normalized value read from the plot.
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D.5.1.1 Peak Position Error in Following a J% g Turn

The position error measure is normalized by the distance the target travels in
one scan interval. We see from figure D-3 that the peak position error for the
Y g turn (scans 110 thru 120) is approximately .28. This corresponds to an
actual distance in miles according to the following computation:

P A = S T/3600 0 X

= 250 0 4/3600 * .28'

= .078 miles.

D.5.1.2 Peak Velocity Error in Following a Y g Turn.

The velocity error measure is normalized by the speed of the target. We see
from figure D-3 that the peak normalized velocity error in following a X g
turn is approximately .24. Thus the acutal peak velocity error in miles per
hour is computed as:

VA S X

= 250 * .24

= 60 miles/hour.

D.5.1.3 Average Steady State Position Dispersion.

We see from figure D-3 that the average normalized steady state position dis-
persion is approximately .48. The acutal position dispersion in miles may be
obtained by multiplyivi; this measure by the a priori standard deviation of the
input data noise at that range. Assuming independent noise in range and
azimuth, stationary in range, the a priori standard deviation of the input data

noise is given by V =  T2 . For our example we are consideringap p
a sensor with error characteristics r= 0.05 miles and aye = 0.25 degrees. The
a priori standard deviation of input noise at a range of 40 miles is then com-
puted as .176. Thus the actual steady state position dispersion in miles, at
a range of 40 miles, is derived as:

NA = ap *X

.176 0 .48

.084 miles.
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D.5.1.4 Average Steady State Velocity Dispersion

The velocity dispersion measure is a velocity translated into a position by mul-
tiplying by the sensor scan interval, normalized by the standard deviation of
the input data noise. We see from figure D-3 that the average, steady state
velocity dispersion measure is approximately .12. Again, for the example we
are considering, the a Priori standard deviation of the input noise at a
range of 40 miles is .176 (as computed in section D.5.1.3 above). Thus the
average steady state velocity dispersion in miles per hour, at a range of 40
miles, is computed as:

SA = 3600/T 0 Crap * X

= 3600/4 0 .176 0 .12

= 19.0 miles/hour.

D.6 USE OF THE TRACKING ANALYZER

Throughout the augmented tracking study effort, extensive use was made of the
tracking analyzer for both qualifying and. optimiizing those tracking methods
which analytically showed promise. The flexibility in providing a variety

of data'situations within realistic environment conditions allowed us to
recommend with confidence those tracking methods which show improved perfor-

mance. In addition, this simulation tool was used to obtain performance
statistics on the ARTS-III and Basic RBTL level of tracking to provide a
baseline from which the augmented tracking improvements could be measured.

It is felt that this tool will continue to prove invaluable in obtaining system

parameters which provide optimum performance during the augmented tracking
design effort which follows.
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E. I INTRODUCTION

This section examines severat tracking algorithms which have been developed
specifically for use in the terminal area. The tracking performance of each
of these algorithms is statistically determined and recorded using the
"tracking analyzer" described in the preceding appendix D.

Included in this section are the description and result of operation for the
ARTS-Il Beacon Tracking Level (BTL) system and the Basic Radar Beacon
Tracking Level (RBTL) system. These are included as the first part of this
section to show the improvements realized with the addition of radar tracking
within ARTS-III to provide the Basic RBTL baseline system. The remaining
algorithms which are examined in this section represent those recommended as I
improved tracking techniques. Each algorithm is introduced with a verbal
description, followed by a list of selected performance measures. The de-
tailed analysis governing each algorithm is not included in this section since
it is available either in other sections of this study or in separate docu-
ments as referenced along with that description.

To limit the sheer size of this document, only selected performance graphs
are included for each tracking algorithm. These performance measures in most
cases represent the recommended or optimized approach. Results of precursory
experiments in development of these optimum methods are, for the most part,
not included. The following paragraphs present the evaluation results of
these tracking algorithms. It is important to note that all graphs included
in this section represent tracking performance following the "standard track"
described in appendix 1.

E.2 BASIC ARTS-II1 BEACON TRACKING LEVEL (BTL) sYSrE1

The ARTS-III tfacker is a beacon only tracker which is completely dependent
on cooperative airboine beacon equipment. It is a two dimensional tracker
with bifurcation logic. All corrections or modifications made to a track's
positional data, velocity data, or track classificationis a function of the
track's firmness. The firmness is a parameter which reflects the history of
the track. The larger the firmness, the more stable the track is considered
to be.

Three basic processes (correlation, correction, and prediction) are performed
for every track once each sensor scan.

The correlation process determines which new target report is associated with
a tracked aircraft. Correlation is accomplished by building primary and
secondary bins around the track's current (last predicted) position'the
secondary bin being twice the size of the primary. In general, the primary
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E.2 (continued)

bin decreases in size as the track becomes more stable. The new target re-
ports are searched to find if any of them falls within the primary bin. In
the ideal case, one, and only one, report is found, and uniquecorrelation is
achieved. Ambiguous situations (more than one report in the bin) are logical-
ly resolved by the tracking subprogram by comparison of the assigned and re-
ported beacon codes.

As a result of correlation, either a trot* is associated with a unique target
report or else unsuccessful correlation is indicated. If correlation is
successful, the track is updated through e process called correction. Correc-
tion computes smoothed estimates of position and velocity, using an optimum
weighting between the predicted and reported track coordinates. These
weighting factors, Alpha and Beta, are referenced by the track's current firm-
ness. The Alpha parameter is used to smooth the track's position and the Beta
parameter is used to smooth the track's velocity. In general, As the track
becomes more stable, more emphasis is placed upon predicted position, thereby
filtering out the noise components in the data input.

If no report is found witnin the primary association bin, two turning .tracks
are established. These turning tracks are generated by using the last
smoothed velocity to compute a point along the track which is three scans back
from the straight-line prediction. From this point, turning'tracks to the
right and left of the parent (straight) track are computed.usin% standard
turn rates of IV/second for target speeds above 220 knots and 3 /second for
speeds less than or equal to "20 knots.

If .a secondary report exists, bins are built around the turning tracks and are
checked for best reports. If only one of the turning tracks correlates, its
position is corrected, its class is changed to turning trial, and its associ'
ated turning track is dropped. If neither correlate, they will both be re-
tained for a maximum of three scans. If both turning tracks correlate, they
are both terminated. If no secondary report existed, bins are not checked
on the current scan and the track is coasted.

A turning trial track requires successful correlation for two consecutive
scans, at which time it becomes a normal track and both its position and"
velocity are corrected. During the time that turning tracks are out, the pre-
dicted position of the straight-line track and its associated velocity are
used as smoothed parameters in the statistical routines.

After a track has been correlated and corrected, the new corrected position and
velocity are used to predict its position for the next sensor scan. If a
track fails to correlate during the current scan, no corrected data is cal-
culated, and the track is extrapolated on the basis of the previous pojition
and velocity information.
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E.2 (continued)

A further description of this algorithm, along with specific parameter values,
may be found in the document "System Design Data for the ARTS-III Modular
Automated Terriial Air Traffic Control System Beacon Tracking Level," Volume
1 and 2, November 1, 1969.

Figures E-l through E-3 contain the performance measures of the Operational
ARTS-Ill tracker following a non-discrete b.iacon target under a variety of
data conditions. These figures show the beacon only tracker to be quite
noisy, especially the position dispersion (symbol N). Turns are well defined
by the high peaks, showing that this tracker is geared to straight-line flight.
As the data rates decrease there is a drastic loss in track following ability,
as illustrated by the percentage of runs which do not reinitiate (parameter
block labeled NO REINITIATIONS).

It must also be pointed out that the performance graphs shown here may re-

present somewhat idealistic data conditions in that beacon fade in the turns
is inhibited. When runs were performed with realistic fades during the
turns, tracking performance drastically deteriorated, resulting in a very
noisy track requiring frequent reinitiation. This becomes less pronounced if
the target contains discrete beacon, since the reacquisition logic tends to
salvage the track before it is auto terminated for lack of correlation.

E
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E.3 BASIC RADAR BEACON TRACKING LEVEL (QBTL) SYSTEM

The Basic RBTL tracker is a first step which introduces radar data into the
beacon tracking capabilities of the basic ARTS-III BTL system. The Basic
RBTL tracker uses the same. report-to-track correlation logic as the ARTS-I1
tracker augmented by the incorporation of a Radar Tracking Level (RTL) add-on
package. The resultant is a tracker which is no longer totally dependent on
cooperative,airborne beacon equipment.

The addition of radar tracking provides for automatic reporting and tracking
of non-beacon equipped aircraft. For beacon equipped aircraft, it provides
reporting backup in the event of beacon failure. In addition, our results
have shown that the dual reporting capability (beacon and radar) permits
improved reporting accuracy by optimally combining the two reports into a
single, more accurate estimate.

To accomplish the above tasks, beacon and radar reports are processed within
a beacon!radar correlation routine before being sent on to the report-to-
track correlation logic. This routine attempts to correlate beacon and radar
reports representing the same aircraft to derive a conmon position report.
To achieve report-to-report correlation a bin is centered on the beacon re-
port and the radar report store is searched for reports lying within the bin.
If a radar report is found, the beacon report is flagged as reinforced and
the two reports are combined into a common position. In the baseline system,
the bin consisted of a range gate of 1/16 nm and the azimuth gate of 10.
Analytically, it can be shown that approximately 38% of the time when both a
beacon and a radar report are present for the same target, they will not cor-
relate with a range tolerance of 1/16 nm (assuming existing sepsor error
characteristics). We find that the errors in range and azimuth about the
true position of the track are Gaussion random numbers. In our simulation.
the reported ranges for both beacon and radar reports were generated using a
mean of zero and a standard deviation of .05 nm. Therefore, the differences
between the two ranges on a given scan have a mean of zero with a standard
deviation equal to 2.(.05). By nirmalization, we find the probability of
the range difference falling outside the 1/16 un tolerance to be 38%.

By increasing the range tolerance to 1/8 nm. the probability of the reports
not correlating falls to about WA. In this way, more of the available data
is used. Our simulation verified the above assumption with approximately
90% of the available radar/beacon pairs correlating.

After a radar/beacon pair has been designated, they are combined into a single
report. In the baseline system, the two reports are merged using the radar
report's azimuth and the beacon report's range. Another method of combining
the two reports ;s through the use of minimum variance estimation. This
process makes use of the range and azimuth of both reports to form the com-
bined coordinates.

E-7



E.3 (continued)

This method applies an optimal weighting on each rported value. This
weighting is inversely proportional to the respective noise variances of the
sensors. Thus, the final product is biased toward the sensor with the smallest
variance. As an example, our simulation generated beacon and radar reports
having equal range variances of 0.0025 nm. The ranges are therefore weighted
equallyand the final range is midway between the two. On the other hand,
the variance in azimuth for reported radar positions is 0.06250, and the
variance for beacon is 0.10890. Therefore, the final azimuth will be biased
toward the reported radar azimuth.

Simulation results showed a significant reduction in position and velocity
noise and error measures by using minimum variance estimation. This method
is described further in section 3.2.2.2 of this document.

As we stated earlier, report-to-track correlation, correction, and smoothing
were essentially unchanged from the concepts used in the ARTS-III BTL
system. However, in an attempt to obtain better turn following,a number of
options were tried, the results of which, showed no improvement in tracking
performance. In the generating of turning tracks, we make the assumption that
the target went into a maneuver a number of scans before the report actually
fell out of the primary bin. Therefore, turning tracks are generated from a
point projected back three scans from the unsuccessful predicted position,
using the last corrected velocity of the track. An alternative method would
be to save the smoothed position from scan n-3 for the generation of turning
tracks. Computer results showed no improvement, and, in fact, a loss of
performance when compared with the results from back projecting.

One other experiment involved the generation of the predicted position after
a turning trial had become a new normal track. In the baseline system, this
occurs after two consecutive correlations in the turn bin. At the time of the
second successful correlation,both the position and velocity are corrected,
and the track is predicted straight ahead using the new smoothed velocity.
Assuming that the target Is $till in a maneuver, the next report may fall
outside the primary bin, and turning tracks would again have to be established.
With the above assumption in mind, we predicted the target along its turning
path for one more scan after it had correlated on two consecutive turning
trials. Our results again showed no improvement in tracking performance.

A further description of this algorithm may be found in the document titled,
"Expansion of the ARTS-III System to the Basic Radar Beacon Tracking Level
System" March, 1971.

Figures E-4 through E-6 contain the performance measures of the baseline RBTL
tracker following a non-discrete beacon target.

Figures E-7 through E-9 contain the performance measures of the optimized
RBTL tracker following the same non-discrete beacon target.
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E.3 (continued)

In figures E-4 through E-6,it can be seen that the addition of radar data
within the BTL system results in a drop in the dispersion (noise) and error
measures. The improved track accuracy results in better track reliability.
Turns, although still well defined, peak out at a lower level showing in-
creased primary bin tracking. Track following ability has increased by 12%
at the highest data rates, when compared to the BTL measures. and by 47% at
the lowest data rates.

Figures E-7 through E-9 show the optimized version of the RBTL tracker. The
major changes include the increase in the range dimension of the report-to-
report correlation bin and the use of minimum variance estimation for com-
bining reports. The graphs show an increase in tracking accuracy (lowering
of the performance measures),as well as a steadying out of the dispersion
measures for both position and velocity. The peak values on turns are also
reduced.

In addition to the tracking performance described above, the effect of target
speed and maneuverability was also evaluated. From the results obtained, it
is concluded that the Basic RBTL is optimized to operate as a straight line
tracker which frequently uses the emergency search mode (turning tracks) to
maintain target tracking. This is true for a large percentage of the maneuvers

which are performed in the terminal area. Statistics-gathered on the frequency

of turn calling while following the "standard track" show that even under
ideal data conditions (B/S = 100), the RBTL tracker relies on this emergency
search mode tore-establish normal tracking on the average of 2 times per run

(200 scans). Closer analysis shows that this loss of primary bin correlation
and the establishment of trial tracks is associated primarily with turns in
which the accelerations are 4 g and greater, and which are not uncommon in the

terminal area.
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E.4 AUGMENTED RADAR BEACON TRACKING LEVEL (RBTL) SYSTEM

The Augmented Tracking Level system is an expansion of the Basic RBTL system,
incorporating those improved tracking techniques which the concept study
showed to be most promising and which were verified by simulation. Perhaps
the-single most important feature of the augmented tracker is reflected in
the concept of Track Oriented Smoothing (TOS). TOS basically involves smooth-
ing in a rotated coordinate system, along the track's estimated direction,
while preserving the use of ordinary X, Y coordinates for its implementation.
The result is a tranker-extremely adaptable to tracking in the terminal
environment. Simulation analysis showed that by introducing track-oriented
smoothing into the basic RBTL system. the need for secondary correlation logic
was reduced, on the average, by 71%. This significant improvement in primary
bin tracking results in the use of more of the available data and reduces
the number of coasts and trial tracks to a minimum.

As the name implies, track-oriented smoothing orients the smoothing operations
to the estimated track direction. This is motivated by the knowledge that
aircraft normally move in such a way that transverse accelerations are
larger than longitudinal accelerations, therefore inviting separate o,
smoothing along and across the track's direction. (See section 3.2.2.4 for

a detailed description of the track-oriented smoothing equations.) Sinrila-

tion showed that for track-oriented operations to function optimally, the
firmness control, as described in the Basic RBTL Tracker needed adjustment.
This involved extending the maximum firmness to higher levels in order to
provide somewhat smaller a, P values for loAgitudinal smoothing. The result
was a separate running calculation of firmness in longitudinal and transverse

directions for each track, with the limit on the longitudinal firmness higher

than on the transverse firmness (computer results showed an optimum difference

of +14). The result of the lower transverse firmness limit is a tracker that

is more responsive to track maneuvers without having to rely on secondary
turning logic.

In designing the augmented tracker, statistics were gathered for a number of
methods of correlating radar and beacon reports representing the same target.
As was stated earlier, the RBTL system performs report-to-report correlAtion,

by searching for a supporting radar report in a correlation bin centered on
each beacon report prior to tracking. An alternative method which was tested
did not perform pre-tracking report-to-report correlation, but rather passed
along all radar and beacon reports to the tracking function. Each track was
then checked for beacon reports in its primary bin and for each beacon report
an intermediate smoothed position between the report and the predicted position
was generated. The intermediate position was then used for centering the radar
correlation bin. This method assumes the smoothed position to be the best
estimate of the actual target position. A third option, and the one which we
feel is most appropriate, makes use of pre-tracking report-to-report correlation
followed by a second attempt in tracking to reinforce those beacons which
failed to correlate initially, through the use of the intermediate radar search
position. This process is recommended because the extra processing time
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E4 (continued)

required to perform intermediate smoothing for each beacon to track pair has
now been limited to those 8-10% of the beacon reports which failed pre-tracking
report-to-report correlation. Also, no extra logic is needed to reinforce
secondary reports or reports going through track initiation.

The table shown below lists the various options and their performance as
measured via simulation.

Correlation Logic. Percent of time Beacon
and Radar Reinforced

Pre-Tracking Report-to-Report 62%
1/16 nm range gates

Pre-Tracking Report-to-Report 90%
1/8 nm range gate

In-Tracking logic using an 90.7%
Intermediate Search Position

Pre-Tracking Report-to-Report 94.7%
with an In-Track Intermediate
Search for those not correlating
initially

In the area of report-to-track association, the augmented tracker has carried
the decision process further than that found in the Basic RBTL tracker. The
first step in maintaining successful primary bin association involves the use
of quality scores. Fach report in the primary bin of a given track is as-
signed a score based upon its RBC, code and altitude validity, report quality.
radar reinforcemeit, and its relationship to the track's history data.
During the first pass of a two pass system, tracking attempts to select the
correct report for a given track on the qualifying score alone. If, on the
first pass, the score alone cannot resolve an ambiguous situation (e.g., more

than one valid report in the track's bin with equal scores), the track is

flagged for second pass processing. If, after second pass processing, an

ambiguous situation still exists, deviation scoring is used to select the
correct report. The deviation score is the distance between the track's pre-
dicted position and the reported position of the beacon and/or radar report.
Deviation scoring was incorporated under the assumption that the generalized

nearest fit will produce near-optimum solutions to the associated problem.
Simulation results have indicated that deviation scoring should be looked
at more closely under live environment conditions. It is also recommended
that deviation scoring be used only when:

1) The primary bin contains more thau one valid report and none of them is
in the primary bir of another track. (1 track and more than one report).
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E.4 (continued)

2) The primary bin contains one valid report, and this report is the only
valid report for one or more other tracks' (1 report and more tLan one
track).

To increase the tracker's response to data changes, a form of deviation con-

trolled smoothing was introduced into the simulation model. Deviation control

calls for the immediate establishment of a trial track when primary cor-

relation fails and it is determined that a report lying in the track's

secondary bin is the report associated with the track. This report is smoothed

using a higher a, P value during one update period. This allows for a faster

response in tracking on turns and eliminates the need for establishing two
turning tracks on the first scan if primary correlation fails. It should be

noted that this immediate response results only in the establishment of a

trial mode and does not effect the parent tracks' history data until the trial

track has successfully correlated for two consecutive scans. Where the
immediate detection of a possible turn cannot be made, turning tracks are
created and. processed as described in the Basic RBTM. Simulation results using

deviation controlled smoothing have shown no loss of tracking performance

when compared to the turning track method employed in the RBTLTacker.
However, results do indicate that a velocity filter may be needed to determine

optimum smoothing parameters for various speeds of tracks (particularly high

speed targets).

Simulation has also shown that although the Basic RBTL correlation bins may

be too restrictive, the improved primary bin tracking obtained through the use

of track-oriented smoothing works very well with the bin sizes specified in

the Basic RBTL. In fact, a reduction in bin sizes, possibly as much as 10%,

may be tolerated with little change in track performance. This would partic-

ularly apply to radar only tracks. It is important to note that the Basic

RBTL tracker was designed for.straight line tracking and to rely heavily on

its turning logic for maintaining track on maneuvering aircraft.

Our simulation model was also used to look at a number of missing data se-

quences. In no case did we find any noticeable improvement in track perfor-

mance.

Figures E-1O through E-12 contain the performance measures of TOS with Basic

RBTL secondary logic for maneuver detection following a non-discrete beacon

target. In this configuration,the complete RBTL correlation logic is retained

and only the track smoothing algorithm is replaced. In comparing this with

the performance of the Basic RBTL tracker (Figures E-4 through E-9), it can

be seen immediately that both the dispersion and error measures are signfi-

cantly reduced. The position dispersion (N) and the velocity dispersion (S)

are nearly constant,with no large increases during maneuvers. For runs with

high data rates, tracking is almost entirely confined to the primary bin (98%

of the runs did not require turning logic).
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E.4 (continued)

The performance shown here represents a X value in the range of 0.02 - 0.05.
which corresponds to the class of targets most generally found in the
terminal area. A number of runs were also performed using other X values and
a variety of track classes. This analysis showed that by assigning appropriate
X values to describe the maneuverability of various track classes, consistent
tracking can be maintained. In addition, this analysis showed that the
Basic RBTL tracker is designed to operate optimally on that track class des-
cribed by a X value of .005, which represents light maneuvers or basically
straight line tracks. This agrees with the analysis described in the preceed-
Ing section E.3,which showed the RBTL tracker relying heavily on turn calling
logic.

Figures E-13 through E-15 contain the performance measures of track-oriented
smoothing with deviation control secondary logic following a non-discrete
beacon target. In this configuration, the turning logic as described in sec-
tion E.2 (two trial tracks) is completely replaced with the deviation control
smoothing method. This method shows no loss in track accuracy at the higher
data rates, and at low data rates, track reliability is actually improved by
about 17% over the Basic RBTL type turning logic. In addition, the logic
required to process a turning track is greatly reduced,as is the requirement
for devoting computer memory to the extra trial track. A number of of and P
values were evaluated to determine optimum deviation smoothing. A range of
optimum values between .25 and .75 for a and 0 are recommended for various
classes of tracks.

Figures E-16 through E-18 contain the performance measures of the Augmented
Tracking system using Report-to-Track correlation (no pre-tracking report-to-
report correlation) following a non-discrete beacon target. The Augmented
Tracking system refers to that system configuration which combines track-
oriented smoothing and deviation control secondary logic, as described above,
while retaining the Basic RBTL method of turning logic when deviation control
encounters ambiguity. These figures show that as data rates decrease,
report-to-track correlation of beacon/radar pairs adversely affects both
track accuracies and reliabilities when compared with the pre-tracking
correlation methods used previously. This is especially true in the areas of
initialization and higher maneuvers. In these areas, the accuracies of the
predicted position are suspect and do not provide a reliable estimate
(after the initial smoothing) for positioning the radar search bin. This is
seen in the erratic behavior of the performance measures during start-up and
the higher turn rates.

The final system configuration whose performance is shown in Figures E-19
through E-21 combines those features of Basic RBTL which have been proved
effective with those features addressed in this section as improved
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E.4 (continued)

techniques. The basic structure of this Augmented Tracking System includes
the following methods:

1) Track-oriented smoothing.

2) Pre-tracking report-to-report correlation.

3) Report-to-track correlation for those beacon reports which are net radar
reinforced following the initial correlation attempt.

4) Deviation controlled smoothing.

5) Turning trial tracks as defined for the Basic RBIL system when deviation
controlled smoothing is unsuccessful.

6) Minimum variance estimation for combining beacon/radar pairs.

7) Quality scoring and deviation scoring to resolve correlation ambiguities.

8) Cross referencing of each eligible report and track combination.

These combined features show an improved tracking system which maintains a
high degree of both accuracy and reliability even under extremely adverse
data conditions. (93% tracking continuity at low blip/scan rates). It is
recommeded that these features be further optimized and combined within the
Augmented 7adar Beacon Tracking Level system design, and evaluated as an
operational. system.
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